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APPENDIX A: SOURCES FOR RUSSIAN DOCUMENTS

RUSSIAN SOURCES USED (EAST-VIEW DATABASE)

Military and Security Periodicals

Agentstvo voennykh novostei
Armeiskii sbornik

Boevaia vakhta

Flag Rodiny

Krasnaia zvezda

Krasnyi voin

Morskaia gazeta

Morskoi sbornik

Na boevom postu

Na strazhe Rodiny
Nezavisimoe voennoe obozrenie
Novosti razvedki i kontrrazvedki
Orientir

Rossiiskoe voennoe obozrenie
Shchit i mech

Soldat Otechestva

Soldat Rossii

Strazh Baltiki

Tekhnika i vooruzhenie
Ural’skie voennye vesti

VPK. Voenno-promyshlennyi kur’er

VVS segodnia

Vestnik voennot informatsii
Voennaia mysl’
Voenno-istoricheskii zhurnal
Voenno-meditsinskii zhurnal
Voennye znaniia

Voennyi diplomat

Voennyi vestnik Tuga Rossii
Voin Rossii

Voprosy bezopasnosti
Zakavkazskie voennye vedomosti
Zarubezhnoe voennoe obozrenie
Zashchita i bezopasnost’

Government Publications

»  Diplomaticheskii vestnik

»  Gosudarstvennaia Duma. Dnevnik zasedanii

*  Gosudarstvennaia Duma. Parlamentskie
slushaniia

*  Gosudarstvennaia Duma. Povestka zasedanii
Soveta Dumy

*  Gosudarstvennaia Duma. Stenogramma
zasedanii

»  Parlamentskaia gazeta

»  Prezident. Poslaniia

= Prezident. Vystupleniia

»  Rossiiskaia gazeta

»  Sovet Federatsii. Dnevnik zasedanii

=  Sovet Federatsii. Obrashcheniia

= Sovet Federatsii. Stenogrammy zasedanii

»  Sovet Federatsii. Zaiavleniia

Central Newspapers

= Argumenty i fakty

= Ekspert

*  Ezhenedel’nyi zhurnal
= Finansovye Izvestiia

»  Gazeta

=  ITAR-TASS Daily

= InterFax-Vremia

= Jtogi

= Jzvestiia

»  Kommersant. Daily

=  Kommersant. Vlast’

=  Komsomol’skaia pravda
= Konservator

*  Krasnaia zvezda

»  Kultura



Central Newspapers (cont'd)

Literaturnaia gazeta
Moskovskaia pravda
Moskouskie novosti
Moskouvskii komsomolets
Nasha versiia

New Times
Nezavisimaia gazeta
Novaia gazeta
Novoe vremia
Novye Izvestiia
Ogonek

Pravda

Profil’

Rossiia

Rossiiskaia gazeta

Rosstiskie vesti
Russkii Telegraf
Russkii kur’er
Sankt-Peterburgskie vedomosti
Segodnia

Slovo

Sovetskaia Rossiia
Tribuna

Trud

Vecherniaia Moskva
Vedomosti

Vek Versiia

Vremia MN

Vremia novostei
Zavtra



APPENDIX B: CODEBOOK

Unit of Analysis: Each observation represents a speech, press briefing, published article, interview
or other public statement made by a political or military public figure in Russia. The original
dataset included 7,920 observations, 5,143 of which remained in the cross-sectional dataset after
the extraction of missing values (“NA” or “other topic/classification”) for the dependent variables
TOPIC and CLASS. The period of observation is 12 February 1998 to 31 October 2008, which
represent the release dates of the oldest and most recent statements in the collection.

This dataset is used for Models 1-3.

DOCUMENT_ID
Unique code assigned to each observation

DATE
Date of public statement’s release. Format: YYYYMMDD

NAME

Surname of author of statement

TS.SELECTION
0=Not included in training set

1=Included in training set (random selection of 300 observations)

TS.CLASS
o=Conservative (training set data only)
1=Activist (training set data only)
99=Not applicable/None of the above (training set data only)
NA=Not included in training set

Statements consistent with a conservative outlook (TS.CLASS=0) include:

=  Expressions of a preference toward the use of military instruments of power only as a last resort:
Example: “K BoeHHOI MoIIu ciiefyeT mpuberaTh, KOI/ja BO3MOXKHOCTH APYTHX cpefcTB ucuepnanel [Military
power should be resorted to when the capabilities of other instruments are exhausted]”

=  Expressions of a preference toward interagency solutions to security problems:
Example: “Boennas 6GesomacHocTb Poccuiickoii ®efepaiiuii  JOJKHA JOCTHUTAThCA BCEH EATENTBHOCTHIO
roCyapcTBa - Kak B BOEHHOU cdepe, TaK U B MOJUTUKO-TUIIOMATHIECKOH, SKOHOMUYECKOH, KYJIbTYPHOH,
cormanbHoit u apyrux [The military security of the Russian Federation should be attained through
government-wide action — in the military sphere, as well as political-diplomatic, economic, cultural, social and

others].



=  Explicit doubts about the efficacy of military solutions in addressing specific political problems.
Example: “C TeppopoM He0OX0muMO GOPOTHCS a/eKBATHBIMU, HO KOHCTUTYIMOHHBIMHU crmocobamu [Terror
should be fought with adequate, but constitutional means].”

=  Support for multilateral solutions to political and security problems.
Example: “PemeHue 3TUX BOIPOCOB, OCOOEHHO pellleHHe O NPUMEHEHUU CHUJIBI, JIOJDKHO IPOXOAUTD
uckaountenbHo uyepe3 CoBer Besomacnoctu Oprauusanuu O6bemuueHHbix Haruii [Decisions on such
questions, particularly on the use of force, should be made exclusively through the United Nations Security
Council].”

= General support for limited ends and means in foreign and defense policy.
Example: “Tpebyercs ompeneneHHas YMEPEHHOCTb B ONpPEAENEHHHM M OTCTAWBAHHM HAIIMOHAJIBHBIX
WHTEPECOB, YTOOBI JKECTKO OTCTAMBATh TOJIBKO JIEHCTBUTEIHLHO JKM3HEHHO BaXKHbIe U3 HUX [A certain restraint
is necessary in the definition and defense of national interests, so as to stringently defend only those, which are

truly fundamental].”

Statements consistent with an activist outlook (TS.CLASS=1) include:

= Explicit support for the use of military power in a specific scenario
Example: “BbimosiHsis CBOM BOMHCKHI JI0JIT, BBl XOPOIIO MOHMMAJIH, YTO BBl — 3TO, IO CYTH, IOCEMHSS
Hazmexaa GeszamuTtHbix Joaeit [While performing your military duty, you understood well that you, in
essence, were the last hope of a defenseless people].”

=  Support for military as most effective instrument of power in a given scenario.
Example: “MsI yacro noixyyaem odunuanbHbie oT3biBbl npesacraButesieii OOH u OBCE, KOoTopble IpU3HAIOT
HaIIMX MUPOTBOPIIEB TJIaBHBIM rapaHTOM Mupa u crabuabHocti [We often receive official feedback from UN
and OSCE representatives, who admit that our peacekeepers are main guarantors of peace and stability].”

» Interpretation of the use or show of force as an effective means to certain political ends.
Example: “ITpumenenne BM® B MUpPHOe U BOEHHOE BPEMH ... CYIIECTBEHHO MTOBBICUT CTENEeHb 3aIUINEHHOCTH
U Peanu3yeMOCTH BOEHHO- CTPATETMUECKUX U SKOHOMHYECKHX WHTepecoB Poccum B MUPOBOM OKeawe,
[IO3BOJIAT MOJHOCTHI0 WJIM B B3HAUMTENHHOM Mepe pPEelINTh MHOTUE COIMAJbHbIE, JKOHOMUYECKUE U
HKOJIOTHYECKHe Mpo0sieMbl HPUMOPCKUX pernoHoB Poccuiickoii ®Peneparuu, a TakKe MEXAYHAPOIHBIX
OTHOIIEHUH U COTPYAHUYECTBA C COCeAHIMU MopckuMu rocynapcersamu [The use of the Navy in peacetime and
in war ... will significantly increase the level of defensibility and realizability of Russia’s military-strategic and
economic interests in the World Ocean, will enable the solution — in full or in significant part — of many social,
economic and ecological problems of littoral areas of the Russian Federation, as well as international relations
and cooperation with neighboring coastal states].”

=  Support for unilateral solutions to interventionist crises.
Example: “Poccust mcropmueckun ObLIa M OCTaHeTCsl rapaHToM Oe3omacHocTH HapozoB KaBkasza [Russia
historically has been and will remain the guarantor of security for the peoples of the Caucasus].”

=  General preference for foreign policy outcomes that revise, rather than reinforce the status quo.
Example: “Takoro moJioxkeHusi, Takoi omacHocTu Poccusi He MokeT cebe mo3BosuTh [Russia cannot permit

such a state of affairs, such a threat to exist].”

CLASS
o=Conservative

1=Activist



TOPIC

MILT

CABT

PMNT

NA=Not Applicable

Values assigned by an ensemble of supervised document classifiers (K-Nearest Neighbor, Adaboost.M1,
Random Forest and Support Vector Machine), as outlined in Research Design section. TS.CLASS served as

training input for document classification.

o=Realpolitik
1=Interventionist
NA=Not Applicable

Values assigned by Expressed Agenda Model as described in Research Design section, according to categories

outlined in Table 1.

0= Author of statement is a Political Elite

1= Author of statement is a Military Elite

Military Elites include active duty and retired officers of field grade and above, who at the time of the
statement’s publication occupied a position of formal authority or informal influence in the Ministry of Defence
or an affiliated institute/agency. Individuals from the following offices are included in the Military Elite
category: Office of the Minister of Defence (uniformed personnel only), General Staff, Service/Branch
Headquarters, Territorial Commands, high-visibility unit commands (such as peacekeeping contingents),
professional military education institutions, military research institutions and the Academy of Military

Sciences.

Political Elites include civilians, who at the time of the statement’s publication occupied a position of formal
authority or informal influence in the Government of Russia or an affiliated institute/agency. Individuals from
the following offices are included in the Political Elite category: Executive Office of the President, Government
of Russia (Prime Minister’s Office), Security Council, Ministry of Foreign Affairs, Federal Security Service,
Foreign Intelligence Service, Federation Council, State Duma, and the Council on Foreign and Defense Policy.
Only individuals whose policy portfolios include foreign and security affairs — such as senior officials in cabinet

ministries or members of the relevant parliamentary committees — were included in this sample.

1= Author is member of Presidential Administration or Security Council

o= Otherwise

1= Author is member of State Duma or Federation Council
0= Otherwise



INFORMAL
o=Formal Authority

1=Informal Influence

In the cases examined here, a value of 0 (“Formal Authority”) was assigned for public statements made by

individuals who at the time of publications occupied senior positions in the following structures (in

alphabetical order):

*  Emergency And Civil Defense State Committee

=  Federal Assembly of Russia, Federation Council, Committee on CIS Affairs

*  Federal Assembly of Russia, Federation Council, Committee on Defence and Security

=  Federal Assembly of Russia, Federation Council,

*  Federal Assembly of Russia, State Duma, Committee on CIS Affairs

=  Federal Assembly of Russia, State Duma, Committee on Defence

*  Federal Assembly of Russia, State Duma, Committee on Federal Budget Appropriations for Defense and
State Security

*  Federal Assembly of Russia, State Duma, Committee on International Affairs

=  Federal Assembly of Russia, State Duma, Committee on Security

*  Federal Assembly of Russia, State Duma, Committee on Veterans Affairs

=  Federal Assembly of Russia, State Duma, Leadership

*  Federal Border Service

=  Federal Security Service

*  Foreign Intelligence Service

=  Government of Russia (Prime Minister’s Office)

=  Kremlin, Presidential Civil Service Directorate

*» Kremlin, Presidential Directorate for Interregional Relations and Cultural Contacts with Foreign
Countries

=  Kremlin, Presidential Executive Office

»=  Kremlin, Presidential Foreign Policy Directorate

* Ministry of Defence, Accommodation and Amenity Service, Main Accommodation and Amenity
Directorate

*  Ministry of Defence, Accommodation and Amenity Service,

*  Ministry of Defence, Air Force, 13th State Research Institute

*  Ministry of Defence, Air Force, 16th Air Army

*  Ministry of Defence, Air Force, 37th Air Army (SOF)

*  Ministry of Defence, Air Force, 4th Air and AAD Army

*  Ministry of Defence, Air Force, 4th Center for Combat and Flight Training

*  Ministry of Defence, Air Force, 5th Air and AAD Army

*  Ministry of Defence, Air Force, 61st Air Army (Transport)

*  Ministry of Defence, Air Force, 6th Air and AAD Army

*  Ministry of Defence, Air Force, Aeronautical Service

*  Ministry of Defence, Air Force, Central AF Command Point

*  Ministry of Defence, Air Force, Far Eastern Group

*  Ministry of Defence, Air Force, Headquarters



Ministry of Defence, Air Force, Military Academy of Aerospace Defence

Ministry of Defence, Airborne Troops, Headquarters

Ministry of Defence, General Staff

Ministry of Defence, General Staff, Directorate of Communications

Ministry of Defence, General Staff, Directorate of Military Topography

Ministry of Defence, General Staff, Directorate of Radio-Electronic Warfare

Ministry of Defence, General Staff, General Intelligence Directorate

Ministry of Defence, General Staff, General Mobilization Directorate

Ministry of Defence, General Staff, General Operational Directorate

Ministry of Defence, General Staff, Military Academy of the General Staff

Ministry of Defence, Ground Forces Command, Far Eastern Military District

Ministry of Defence, Ground Forces Command, Headquarters

Ministry of Defence, Ground Forces Command, Leningrad Military District

Ministry of Defence, Ground Forces Command, Moscow Military District

Ministry of Defence, Ground Forces Command, North Caucasus Military District

Ministry of Defence, Ground Forces Command, Siberian Military District

Ministry of Defence, Ground Forces Command, Volga-Ural Military District

Ministry of Defence, Navy, Baltic Fleet

Ministry of Defence, Navy, Black Sea Fleet

Ministry of Defence, Navy, Caspian Flotilla

Ministry of Defence, Navy, Headquarters

Ministry of Defence, Navy, Northern Fleet

Ministry of Defence, Navy, Pacific Fleet

Ministry of Defence, Office of First Deputy Minister of Defence, Main Directorate for Combat Training and
Service

Ministry of Defence, Office of First Deputy Minister of Defence, Military Inspection

Ministry of Defence, Office of First Deputy Minister of Defence,

Ministry of Defence, Office of State Secretary, Directorate of State Civil Service

Ministry of Defence, Office of State Secretary, Executive and Legislative Powers Cooperation Branch
Ministry of Defence, Office of State Secretary, General Directorate for Morale

Ministry of Defence, Office of State Secretary, Main Personnel Directorate

Ministry of Defence, Office of State Secretary,

Ministry of Defence, Office of the Deputy Minister,

Ministry of Defence, Office of the Deputy Minister for Armament, Executive Office

Ministry of Defence, Office of the Deputy Minister for Armament, General Rocket Artillery Directorate
Ministry of Defence, Office of the Deputy Minister for Armament, General Tank-Automotive Directorate
Ministry of Defence, Office of the Deputy Minister for Armament,

Ministry of Defence, Office of the Deputy Minister for Finiancial and Economic Affairs, Civil
Disbursements Directorate

Ministry of Defence, Office of the Deputy Minister for Finiancial and Economic Affairs, General Finance
Directorate

Ministry of Defence, Office of the Deputy Minister for Finiancial and Economic Affairs

Ministry of Defence, Office of the Deputy Minister for Logistics, Directorate of Logistics



*  Ministry of Defence, Office of the Deputy Minister for Logistics, General Medical Directorate
*  Ministry of Defence, Office of the Deputy Minister for Logistics, General Medical Directorate
*  Ministry of Defence, Office of the Deputy Minister for Logistics, General Medical Directorate
*  Ministry of Defence, Office of the Deputy Minister for Logistics

=  Ministry of Defence, Office of the Minister of Defence, Administration of MoD Affairs

*  Ministry of Defence, Office of the Minister of Defence, Directorate of Information and Public Relations
*  Ministry of Defence, Office of the Minister of Defence, Expert Center

*  Ministry of Defence, Office of the Minister of Defence, Financial Inspection

=  Ministry of Defence, Office of the Minister of Defence, Main Directorate for International Cooperation
*  Ministry of Defence, Office of the Minister of Defence, Main Legal Directorate

*  Ministry of Defence, Office of the Minister of Defence, Secretariat

*  Ministry of Defence, Office of the Minister of Defence

=  Ministry of Defence, Railroad Troops, Headquarters

*  Ministry of Defence, Space Forces, Headquarters

*  Ministry of Defence, Strategic Rocket Forces, Headquarters

*  Ministry of Finance

*  Ministry of Foreign Affairs

*  Ministry of Internal Affairs

*  Ministry of Justice

=  Office of the Prosecutor General

= Security Council

=  State Narcotics Control Service

A value of 1 (“Informal Influence”) was assigned for public statements made by individuals who at the time of
publications occupied senior positions in the following structures (in alphabetical order):

*  Academy of Military Sciences

=  Russian Academy of Sciences

*=  Council on Foreign and Defence Policy

PFSCR

Composite Press Freedom Score (0-100 ordinal scale). Measured annually.

Source: “Freedom of the Press Historical Data,” Freedom House,
http://www.freedomhouse.org/template.cfm?page=274;
“Freedom of the Press 2007 Survey,” Freedom House,

http://www.freedomhouse.org/template.cfm?page=107&year=2007;

“Freedom of the Press 2008 Survey,” Freedom House,

http://www.freedomhouse.org/template.cfm?page=362.

Coding specifications available at:

http://www.freedomhouse.org/uploads/fopo8/Methodology2008.pdf

W1, W2, W3



Three vectors of probabilities of observing Class 1 (Conservative), Class 2 (Activist) or Class 3 (Not Applicable)
for each document. These probabilities are obtained from the normalized ensemble classifier weights and can

be used to simulate the imputation draws for uncertainty analyses.

DISAGREE

Mean level of disagreement between military and political elites in a given month.

Measured as Cartesian distance between mean monthly military and political elite classifications for CLASS
and TOPIC:

V[(MIL.CLASSt — POL.CLASSt)2 + (MIL.TOPICt— POL.TOPICt)2]

SC.MILP

Proportion of Security Council officials with professional military background.

SC.MIL/ SC.TOT

where SC.MIL is the number of members of the Russian Security Council with a professional military
background (defined as attendance of a professional military education institution) and SC.TOT is the number

of seats on the Security Council.

Source: Security Council of the Russian Federation,

http://www.scrf.gov.ru/persons/sections/parent/
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APPENDIX C: DOCUMENT ANALYSIS

This appendix includes supplemental replication details. It generally does not repeat information
found in the body of the text, but focuses on additional replication parameters. Full replication
code and data will be made available upon request.

Document Analysis Summary

Task Use of Force | Topic Model

~8000 Press Releases and
Interviews (see Appendix D)

Obtain Source Material

Document Russian Stemming
Preprocessing Feature Extraction
Feature Selection Latent Semantic Latent
Analysis Direchlet Allocation
Pre-Analysis Human 300 Document Set # of Topics Set
Intervention
Ensemble Unsupervised
Methods Supervised Expressed Agenda
Learning Model
. . . Topic Interpretation
Post-Processing Distance Analysis Distance Analysis

C.1: TEXT PROCESSING

We made the decision to analyze texts in their native Russian. Machine translation is notoriously
unreliable, despite the relatively relaxed assumptions of bag-of-words analysis. In order to
provide the best results, words must be consistent in their meaning across texts. This requires that
multiple words meaning different things in Russian not be translated to the same word in English.
Unfortunately, machine translation is not even up to simple word-for-word translation that
ignores lexical ordering. To use an example from the training set, the sentence “npumenenue
BM® B MupHOE W BOEHHOE BPEMH ... CYLIIECTBEHHO IIOBBICUT CTEICHb 3alUIICHHOCTH ...
uHTepecoB Poccun” should translate to “employment of the Navy in peacetime and wartime ...
would substantially increase the level of defensibility ... of Russia’s interests.” Meanwhile, machine
translation (BabelFish) translates the sentence as “the application of the Navies in the peaceful
and military time... will significantly increase the vulnerability of the ... interests of Russia.” Thus,
the machine-translated text would receive a coding of “Conservative,” since it would appear to
argue that force employment makes Russia less safe, while the original Russian clearly argues the
opposite.

Text processing was performed using a custom Python script written under Python 2.7 to handle
multiple encoding formats of the Cyrillic text. The python script was built using the BeautifulSoup
HTML parsing library and the Snowball Project Russian stemmer. It creates a tf*idf matrix and a
count matrix, which include only unigrams which appear in more than 1% of the text and less than
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99% of the texts. A list of stop-words and stop-stems were removed from the analysis. The stop-
words were generated from a list provided with the snowball stemmer. The stop-stems were
generated empirically by the authors in the process of refining the Expressed Agenda model.

Stop-words:

4,B,B0,He,4T0,0H,Ha,,C,C0,KaK,a,T0,BCe,0HA,TaK,ero,H0,/1a,ThI, K,y ,’K€, BbI,3a,0b1,110, TOJILKO,e€,MHe, 0bLII0,BOT,0T, MEHSL, €11[€, HET,0,13,e
MY, Telepb,KOr/(a,AaKe,HY, BIPYT,JIH,eCIIH, yKe, LU, Hi1,0bITh,0bLI1, HET0,/10,BaC, HUOY/Ib,0IISATh,y K, BaM,CKa3aJ1,BE/[b,TaM,II0TOM,cebs1, Hiuue
r0,el,MOXKeT,0HU, TyT,I/Ie,eCTh,Ha/10,HEH, /7151, MBI, TeOs1, X, 9eM,0b11a,caM, uT00,0€e3,0y/1T0, UeI0BEK, Uero,pas, ToxKe, cebe, 1071, JKU3Hb, 0y ZIeT
,7K,TOT/1a,KTO,3TOT,[OBOPILII, TOT0,[I0TOMY,3TOT0,KaKOM,COBCEM, HIM, 3/1€Ch,ATOM,0/[UH,[I0UTH,MOH,T€M,UTOObI, Hee,KasKeTes, ceiuac, 6pLiu,
KyZia,3a4eM,CKa3aTh,BCeX, HUKOT/a,Cer0/IH s, MOKHO, IPH, HAKOHEIL,Z1Ba,00,/APYT0i1,X0Th,[I0CTIe, Hal,00J1b111e, TOT, 4epe3,3TH, Hac, PO, BCETO,
HUX,KaKasi,MHOT0,pa3Be,cKa3aja, TPy, Ty,MOs, BIIPOYEM,XOPOIII0,CBOI0,3TOU, Iepe/I, HHOT/[a,JIy dIIlEe, Uy Th, TOM, HeJIb351, TAKOH, UM, 6 0J1ee, BC
€er/1a,KOHEYHO,BCI0,MeK/1y, MEeHs1,MHEe, MHOU,MHOI0, ThI, Te0s1, Te6e,T00011,T06010,0H,er0,eMy, UM, HETO, HEMY, HIM, OHA, €€,51, €10, Hee, HIU, He
10,0HO,ET0,eMY, M, HET0, HEMY,HIM, Mbl,HaC,HaM,HaM U, BbI,Bac,BaM,BaM1,0H U, X, UM, UM U, HUX, HUM, H1MH, ce6s1,cebe,c000i1,c06010,3TOT,3
Ta,3T0,3TH,3TOT0,3ThL,3TO,3TH,3TOT0,3TOM,3TOT0,3THX,3TOMY,3TOH,dTOMY,dTHM,3TUM,3TOH,3TUM,9TOI0,3TUMH,3TOM,3TOH,9TOM,dTHX,TOT, T
a,T0,Te,TOr0,Ty,T0,Te,TOr0,TOH,TOT0,T€X,TOMY, TOH,TOMY,T€M,T€M,TOH, TeM, TOI0, TEMH,TOM, TOH,TOM,T€X,BECh,BECh,BCSI,BCE, BCE,BCET0,BCIO,BC
e,Bce,BCEro,BCeit, BCero,Bcex,BceMy, BCel,BceMy, BceM, BceM, BCei, BceM, BCel0,BCeM U, BCEM, BCel, BceM,BeeX,caM,cama,caMo,caMu,caMoro,ca
My,caMo,CaMHX,caMoro,caMoii,caMoro,caMmx,caMoMy,caMoi,caMoMy,caMUM,caMUM,CaMOM,CaMUM,CaMO0,CAMUMHU,CAMOM,CaMOM,caMo
M,CaMUX,0bITh,0b1,0y/1,0bIB,eCTh,CYTh, IME,/eJI,MOT, MO, MOYb,yM€,X04,XOT,/10JIK,MOKH, HY 3K H, HeJIb351, By 1y T, /1100, pry, Ta, JIa JUMUP, HA
e, INChM, HbIH,JIe,[OCT, 1acKb,/1aCT,/Ial MU P,KaKOB,apT,10J1H, OCCHICK,KaKOB, B, BUIET,JIa[UMUD,0y YT,/ 1100, pIY,0C,apT,0y Ay T,/ 100, 1
4,0y7yT,/1100,puy, 1€, 1acub,1a MU P, HbIH, HY K], DUY, T, 1B, II0JIH, JIE]],0CCUICK, Oy Iy T,/ 1100, pry, BUzieT, Py3, Baxka, mpoy, 6y Ay T,/1100, pud,
B,e/iepail,6yayT,1100,pud,ropas/, Ha/ie,0/ H,/1e,AUH,Ta TUMU D, 0y Ay T,/ 100, PIY, 03K H,pU Y, 1100, 0y Ay T, IpOY, 3HAI, Oy Ay T, PMU,JIAIUMUPOBUY,
KaKOB,BUAUM, BU/IMM,TaJHMUPOBUY, DMU,JABH,PMU,BasKa,JIEK,CITyd,3HaH,JTJaAUMAPOBHY, CET,PAMK, DM, /1aBH,JIA[AMHPOBU Y, PMU, eI ¥ H,
OIL,CJTyY,3HaH,JIaANMUPOBUY, BUTUM, DMU, AT, BUANM,3HAH,JIEK,JIa[AMUAPOBU Y, JIAIUMUPOBUY, BH/TUM,/1aT,3aMETH,J 1 [UMAPOBUY,0HE Y H,
CT0,0TMeY,IMYH,PeY,0CHOBAH,TOCIIO/IHH, IAPT,A0JI?KH, BU/1€JI,KPOM,0JIBK, POT, TaT, KPOM,/1aBa,BOOOIIL, YIII, TPET,KOM, pe, I, U/[T,e3,Ka3, IIAT
,CET,KOM,1Xa,e/1,IBOIH,[OCITO/I, CIO/T,MOP,CET, PYT, IOHSATH, PE/I, BUIEJT, UTa, €3, [IAT, IIECT,BOUH, DE/I,0JIbK,CTO,e/1,0TMEY, JINYH, DY, TUII,0HeY

H,0CHOBH,B€JIET,CUET,Mecs1l,co0pa,yIil, TPeT,e3,Kka3a,CeT,TaT,KpoM,/1aBa,BO001II, CeT,KPYT,II

Stop-stems:

OyayT,/1I00,pHY, UTa,JIAIUMUP,Ha/le, IUCHM, HbIH, JIe,[OCT, 1acK0,aCT, T1a UMD, KaKOB,apT,10J1H,OCCUICK,KAaKOB, B, BU/IET,IaAUMUD,0
VAYT,J1100,pU4,0C,apT,0yAyT,1100,pud, 6y Ay T,/ 1500, pHd,/ie,1acu0,1aJUMU D, HbIH, HY /I, DUY, T4, 1B, [I0JTH,JI€/,0CCUNCK, Oy 1y T, 1100, pUY, BU]
et,Py3,Baza,npoy,6yayT,1t00,pud, iB,eaepar,oy1yT, 1100, prud,ropasi, Ha/ie,0 A H, e, AV H,IaIUMUP, 0y Iy T, 1100, Y, 03K H, pud,J1100,0yAy T, T
poY,3HaJ,0YAYT,PMU,JIAMMUAPOBUY, KAKOB, BUIUM, BUTUM,JIaIUMHUPOBUY, PMHU,/IaBH, MU, BaXKa,JI€XK, CJIy4,3HAH,IaJAMUPOBHY,CET, PAMK,
PMU,1aBH,IaJUMHAPOBUY, DM U, E/I¥H, 011, CJIyY,3HAH,JIaINMUPOBHUY, BUTUM, DM, /1T, BUAUM,3HAH,JIEK,J I JTAMUAPOBU Y, JIAIUMUPOBUY, BU/TU
M,/1aT,3aMeTH,JIa/IMHAPOBUY,0HEYH,CTO,0TMEY, JINYH,PeY,0CHOBAH,[OCIIO/IMH, 1aPT,/{0/IKH, BU/IeJ, KPOM,0JIbK,POT,TaT,KPOM,1aBa,BOOOII
,VIII, TPET,KOM, pey, I, U/IT,e3,Ka3a, [15IT,CET,KOM, 1Xa,e/1,IBON H,TOCIIO/, CI0/I,MOP,CET, YT, IOHSITH, eI, BU/IEJI, U T, €3, [IAT, IIECT,{BOWH, DE/I, 0J1
bK,CTO,€e/1,0TMEY,JIMYH, ey, THIT,0HeYH,0CHOBH, BE/IET,CYET, MeCsI1l,co0pa,yIll, TPET,e3,Ka3a,CeT, TaT, KpOM,/1aBa,BOOOIIL, CET,KPYT, 11, BOEHU3/

ar,e(UMOBUY, IIBIT,CEHM,II0JIUTOJIOT,TOT,MUPOB,B0O3,€/]B,IIBIT,BOCEM, IBJI

A small number of documents were removed because they contained no word counts. The Mutual
Information Criterion was implemented separately in R.
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C.2: FEATURE SELECTION

After removing stems and creating the document-by-term matrix X (d x t), we begin by
weighting the terms for maximum effect. We use two different criteria: the widely used Term
Frequency by Inverse Document Frequency (tf*idf) and a Mutual Information Criterion. Both
criteria are designed to weight words more highly when they are relatively rare in the corpus as a
whole. tf*idf is a standard in the computational linguistics literature (Manning & Schiitze 2003)
and has been defended on theoretical grounds (Papineni 2001). The mutual information criterion
is advocated by Hillard(2003) and includes a normalizing element. The formulas for each are as
follows:

d
tf xidf = X;; * logd—

j>1

t
mutinf;; = logM = log———=

p(w)p(t)

where documents are indexed by i = 1...d Docs and terms are indexed by j = 1...t terms. After
weighting the term counts we still have a term matrix that has dimensions (d x t). For
dimensionality reduction we employ Latent Semantic Analysis (LSA). LSA was explored for
document indexing as a way of reducing the feature space and linking words that coexist in the
document as a whole (Deerwester et. al 1990), and has become a standard tool of topic models in
the computational linguistics community (Manning & Schiitze 2003, Manning et. al 2008,
Tzoukerman et al. 2003).

LSA uses singular value decomposition (SVD) to map the weighted count matrix into a lower
dimensional space by combining associated words into single features.* This feature reduction has
the added benefit of addressing issues of synonymy. LSA allows two documents which may not
share a word in common to be mapped onto a similar feature space because the words coexist in
the corpus as a whole. For example, while one document may have the word “talk” and the other
has the word “speak”, LSA would most likely group them into the same feature space. We used two
separate matrix reductions, one where we reduced to 100 features, and the other where we
reduced to 500 features.

! This is similar to Principle Component Analysis (PCA) but does not require a singular matrix. Using SVD on the
transpose of the weighted count matrix XT(t x d) yields matrices U(t x m), D(m x m) and VI(m x d), where D is a
diagonal matrix whose singular values descend. By selecting the top k values, where k < m and zeroing out the other
values to create D*, UD*VT becomes the least squares approximation of XT. With that intuition, we can see that DVT
is the matrix XT projected into a lower dimensional space. By taking the transpose, we now have a matrix X* (d x f)
where fis a number of features which is less than t. Similar feature reduction is completed in the Expressed Agenda
Model using Latent Dirichlet Allocation, which is analogous to (although not the same as) probabilistic LSA.
Notation conventions for the decomposition matrices follow the R notation for Singular Value Decomposition.

13



The described Latent Semantic Analysis was generated through use of the Singular Value
Decomposition routine in the base R package. The tf*idf matrix was reduced to the top k=100
values. The Mutual Information matrix was reduced to the top k=500 values. These values were
chosen empirically by using cross-validation to check accuracy.

Table 1: Stems by Topic

Russian Stems? Translations Category
Topic 1 Pocens Russia Interventionist
crpact[p] passion
cBobozH[0] free
coirpalTh] play
rmoJini[ us] police (noun)
nosuenck[ue] police (adj.)
TrOTOB[HOCTB] readiness
sTHUUYecK[ue] ethnic
Kpd CPRF (Communists)
MeXXHAIMOHAIBbH| bl | interethnic
Topic 2 BoiT[u] enter Realpolitik
apmeH[us] Armenia
romoBuuH[a] anniversary
BOEHHOCyXal mue] military servicemen
BOICKOB forces
60eroToB[HOCTH] military readiness
[3a]cmyxen[Hbrii] deserved
obunuanbH[bIi] official
yacTH[ b1 ] private
BO3BeZeH[HBbI] elevated
Topic 3 6oeroToB[HOCTD] military readiness Realpolitik
cpouH[o] immediately
BouT[u] enter
JeHCTBUTENBH[O] really
yupasisa[Ts] control
MPOTHBOBEC counterweight
3azen backup
CUJIBH[ bl | strong
omepexa[Ts] surpass
cucreMarnyeck|[u] systematically
Topic 4 BOeHHocyska[mue] military servicemen Realpolitik
BOILIOT bulwark
CUJIBH[ bl | strong
HaxozdA[ch) be situated
roToB[HOCTH] readiness
6e3paborur[a] unemployment
JUKOPJK George
Hayu[Hoe] scientific
BotickoB forces
MockB[a] Moscow

C.3 UNSUPERVISED MODEL

The Expressed Agenda model was provided by Justin Grimmer. Upon publication of Grimmer
(2009) the package will be released for R under the CRAN server. In order to determine the
appropriate number of clusters we iterated over various values of k from 3 clusters to 15. We

2 Prefixes and suffixes and translated words are illustrative and reflect one potential variation for “full” words
expanded from the stems. In most cases, multiple variations are possible.
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finally settled on k=6 at which point documents were labeled according to the top 20 words in the
mutual information matrix. Table 1 provides the top 10 mutual information stems for the four
labeled topics. The other two clusters were dropped as irrelevant (coded NA) and were removed
from the model.

C.4 SUPERVISED MODELS

We employ four different machine learning approaches in our ensemble classifier, two of which
are ensemble classifiers in their own right: K-Nearest Neighbor, Adaboost.M1 algorithm, Random
Forest and Support Vector Machine. Each classifier is discussed in turn and Figure 1 shows the
entire system.

K-Nearest Neighbor proceeds from an intuitive assumption that an unknown case can be
classified according to its k nearest neighbors in the pa-rameter space (in this case using
Minkowski distance). We selected k=5 and chose an un-weighted version of the model, where all
five neighbors were treated equally (Hechenbiechler & Schliep 2004).

The Adaboost.M1 algorithm is a relatively recent discovery in machine learning, generating
considerable interest following its introduction in the late 1990s (Polikar 2006). Adaboost.M1
uses several instances of a WeakLearner (in this implementation a classification tree) to generate
hypotheses using data randomly drawn from the training distribution. The distribution is then
iteratively updated to include instances misclassified by the first algorithm. This proceeds until a
weighted majority vote occurs, which yields the final classification. Freund and Schapire (1997)
provide a theoretical defense of the empirical success of the classifier, showing that as long as the
error is less than .5 on each instance, the total error is bounded at the top and should decrease
asymptotically with each iteration.

The Random Forest is similar to the Adaboost algorithm but uses a different approach. It is
also an ensemble technique and uses classification trees as its sub-component. Rather than
iteratively training near examples missed by the classifier previously, the trees are grown using
bootstrapped versions of the data and by choosing k nodes for which to search for a split. This
introduces random perturbations into the data which generate different results in each tree and
prevents over-fitting, a common problem with decision trees (Breiman 1999, Breiman 2001a,
Breiman 2001b).

Support Vector Machine (SVM) is easily the most popular machine learning algorithm in
political science due to its easy implementation and broad utility compared to other techniques
(Yang & Liu 1999). SVM fits a hyper-plane to the feature space, which separates two categories of
points from each other and maximizes the marginal distance between the nearest points and the
surface. A cost function determines the penalization of the soft-margins when inevitably all the
points don’t fall on one side of the plane. The logistical difficulty with SVM is that it is designed
for dichotomous classification. We deal with this issue by using a common solution, running the
SVM three times with each classification pitted against both others (NA versus [“Activist” +
“Conservative”], “Activist” versus [“Conservative” + NA] etc.) and the classification with the
greatest marginal distance from the hyper-plane is deemed the classifier’s choice.

The first three algorithms are trained on the LSA-reduced tf*idf feature matrix (d x 100), and
the SVM is trained on the LSA-reduced mutual information feature matrix (d x 500). The
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difference in feature sets and algorithms provides a diverse approach, beneficial given that no
single classifier is superior for all classification problems.

The code for model estimation in each supervised learning technique is given below. Reference
to the R package help file will illuminate the significance of chosen parameters and defaults:3

K-Nearest Neighbor

results <- kknn (TRAININGSET_VALUE ~., train = x, test = xtest, k = 5, kernel =

"rectangular")

Adaboost.M1

results <- adaboost .Ml (TRAININGSET_VALUE ~ ., data = x[-sample,], boos = TRUE, mfinal =

100, coeflearn = ‘Breiman’, minsplit = 5, cp = 0.01, maxdepth = 18)

Support Vector Machine

results <- svmpath(x,NAvalue, epsilon=le-6, lambda=0.1)
predNA <- predict(results, xtest, lambda=1)

results <- svmpath(x,Avalue, epsilon=le-6, lambda=0.1)
predA <- predict(results, xtest, lambda=1)

results <- svmpath(x,Cvalue, epsilon=le-6, lambda=0.1)

predC <- predict(results, xtest, lambda=1)

Random Forest

results <- randomForest (x=x, y=y)

RFpredictions <- predict(results, data, type="response")

In order to effectively weight the predictions from the classifiers, we obtain accuracy measures
by cross-validation for each algorithm. Using our set of 300 coded documents, we randomly
sample 275, train the algorithm and then test on the out of sample 25 documents. We repeat this
simulation 10,000 times for each algorithm to attain out-of-sample accuracy results.

We then weight the classifiers predictions according to the following formula where p is the
number of correct out of sample predictions divided by the number of total out of sample
predictions:

B p
Welass — log 1

I—p

Given these weights, we simulate the training of each classifier on the same sample of 275, apply
weights to the predictions and attain a final prediction and then verify against the out of sample
25. We repeat this process 10,000 times to produce the accuracy rates for the ensemble system as
a whole. Accuracies for the individual classifiers and overall are given in the table below. The

3 Note that the full R-Code and replication instructions are available in Appendix H. Code is provided
here mainly as a reference for the critical specifications.
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accuracy of the system is lower than any individual classifier, but not dramatically. Nonetheless,
the ensemble approach guards against the idiosyncrasies of any given classifier.

Accuracy Rates
Out-Of-Sample

Classifier Error Rates
K-Nearest Neighbor 37.81%
Adaboost M.1 35.2%
Random Forest 34.36%
Support Vector Machine 48.08%
Ensemble 33.97%

Uncertainty

We use the estimated weights to incorporate the uncertainty of the classification procedure into
our analysis, a form of uncertainty which is often discarded. We infer probabilities of
categorization from the individual weights using the following formula:

wy * Classl; + wy * Class2; + ws x Class3; + wy * Classd,
wy + wo + w3 -+ Wy

p(Cat;) =

where ClassN; is the dichotomous prediction of Classifier N for category i. We then redraw the
data 10,000 times using a distribution defined by the probabilities for each class and observation.
We then repeat the models using the new draws of the data. The mean of the coefficients is used
as the coefficient of the estimate, and the standard deviation of the coefficients is used as the
standard error, which incorporates the uncertainty in the classification process.

The probabilities of accuracy are measured as the probability of a correct classification on
10,000 cross-validation runs training on a random selection of 275 documents and holding back
25 documents. Probabilities are based only on this collection of 25 out-of-sample classification
rates.

Estimates on replication will be imprecise due to the use of simulation in the text. However due
to the large number of cross-validation runs, the estimates should converge. The process is
extremely computationally intensive and over 10,000 runs the code should be expected to take
several hours to run even on a newer machine.
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APPENDIX D: UNCERTAINTY

Whether in automated or manual document analysis, error rates or inter-coder reliability rates are
rarely taken into account at the level of estimation. Hopkins and King (2008) present a
supervised document classification model called ReadMe that helps to ameliorate this deficiency
by removing the error prone step of individual document classification. The algorithm, in contrast
to supervised methods in the computer science literature, computes the distribution of document
classifications rather than to classify each individual document. Unfortunately, we need individual
level data, both for the analysis of our first three hypotheses and because several of the months in
the time series have too few documents for an adequate distribution.

We can understand this procedure in two ways which are theoretically distinct but in practice
the same. In the first understanding, the entire DV can be treated as missing, with each sample
being a multiple imputation estimate (King et al. 2000). The second understanding is that we are
performing a weighting of observations commensurate with our understood uncertainty. In either
case, the procedure is the same. The one important difference is that under the construct of
multiple imputation, we can include all of our meta-data into the classification process (the
author, affiliation, date etc.); to fail to include any data that will eventually be used in the analysis
from the imputation process can result in bias. We tested the inclusion of the meta-data and there
was no difference in the analyses.

18



REFERENCES

Alfaro, E., Gamez, M. and Garcia, N. 2007: “Multiclass corporate failure prediction by Adaboost.M1.” International
Advances in Economic Research, Vol 13, 3, pp. 301—-312.

Blei, David M., Andrew Y. Ng and Michael I. Jordan. 2003. “Latent Dirichlet Allocation.” Journal of Machine
Learning Research. 3: 993-1022.

Blei, David and John Lafferty. 2006. “Dynamic Topic Models.” Proceedings of the 23rd International Conference on
Machine Learning 23.

Breiman, Leo. 2001a, “Random Forests.” Machine Learning. 45(1), 5-32.

Breiman, Leo. 2001b. “Statistical Modeling: The Two Cultures.” Statistical Science. 16:3, 199-231.

Breiman, Leo. 2002, “Manual On Setting Up, Using, And Understanding Random Forests V3.1, Research Note.

Deerwester, Scott, Susan T. Dumais, George W. Furnas, Thomas K. Landauer and Richard Harshman. 1990. “Indexing
by latent semantic analysis.” Journal of the American Society for Information Science, 41(6), 391-407.

Embretson, Susan E. and Steven P. Reise. 2000. Item Response Theory for Psychologists. Mahwah, NJ: Lawrence
Erlbaum.

Freund, Y. and Schapire, R.E. 1996: “Experiments with a New Boosting Algorithm”. In Proceedings of the Thirteenth
International Conference on Machine Learning, pp. 148-156, Morgan Kaufmann.

Fox, John. 2008. car: Companion to Applied Regression. R package version1.2-9.

Freund, Y. and Schapire, R.E. 1997. “Decision-theoretic generalization of on-line learning and an application to
boosting” Journal of Computer and System Sciences, vol. 55 no. 1, pp. 119-139.

Gelman, Andrew, Gary King and Chuanhai Liu.1999. “Not Asked and Not Answered: Multiple Imputation for
Multiple Surveys.” Journal of the American Statistical Association, Vol. 93, No. 443: Pp. 846-857.

Godbole, Namrata, Manjunath Srinivasaiah and Steven Skiena. 2007. “Large-Scale Sentiment Analysis for News and
Blogs.” Proceedings of International Conference on Weblogs and Social Media.

Grimmer, Justin. 2008. “A Bayesian Hierarchical Topic Model for Political Texts: Supplemental Appendix.” Working
Paper.

Grimmer, Justin. 2009. “A Bayesian Hierarchical Topic Model for Political Texts: Measuring Expressed Agendas in
Senate Press Releases.” Working Paper.

Hastie, Trevor, Saharon Rosset, Robert Tibshirani and Ji Zhu. 2004. “The Entire Regularization Path for the Support
Vector Machine.” Journal of Machine Learning Research. Vol 5, 1391-1415.

Trevor Hastie 2006. svmpath: svmpath: the SVM Path algorithm. R package version 0.92. http://www-
stat.stanford.edu/~hastie/Papers/svmpath.pdf

Hillard, Dustin. 2003. “Topic Classification for Conversational Speech using Support Vector Machine and Latent
Semantic Analysis.” Working Paper.

Hillard, Dustin, Stephen Purpura, and John Wilkerson. 2007. “An Active Learning Framework for Classifying Political
Text.” Midwest Political Science Association 65th Annual National Conference.

Hillard, Dustin, Stephen Purpura and John Wilkerson. 2008. “Computer Assisted Topic Classification for Mixed
Methods Social Science Research.” Journal of Information Technology and Policy. 4(4).

Hopkins, Daniel and Gary King. 2008. “A Method of Automated Nonparametric Content Analysis for Social Science.”
Working Paper. Previously presented at Midwest Political Science Association and the Society for Political

Methodology.
Imai, Kosuke, Gary King, and Oliva Lau. 2007. "negbin: Negative Binomial Regression for Event Count Dependent
Variables” in  Kosuke Imai, Gary King, and Olivia Lau, “Zelig: Everyone’s Statistical

Software,”http://gking.harvard.edu/zelig

Imai,Kosuke, Gary King, and Olivia Lau. 2007. “Zelig: Everyone’s  Statistical Software,”
http://GKing.harvard.edu/zelig.

Imai, Kosuke, Gary King, and Olivia Lau. 2008. “Toward A Common Framework for Statistical Analysis and
Development.” Journal of Computational and Graphical Statistics, Vol. 17, No. 4 (December), pp. 892-913.

19



Joachims, T. 1998. “Text Categorization with Support Vector Machines: Learning with Many Relevant Features.
Proceedings of the European Conference on Machine Learning (ECML).

Liaw, A. and M. Wiener. 2002. Classification and Regression by randomForest. R News 2(3), 18--22.

Manning, Christopher D. and Hinrich Schiitze. 2003. Foundations of Statistical Natural Language Processing.
Cambridge: MIT Press.

Manning, Chrisopher D., Prabhakar Raghavan and Hinrich Schiitze. 2008. Introduction to Information Retrieval.
Cambridge: Cambridge University Press.

Monroe, Burt, Michael Colaresi and Kevin Quinn. 2009. “Fightin’ Words: Lexical Feature Selection and Evaluation for
Identifying the Content of Political Conflict.” Forthcoming in Political Analysis.

Papineni, Kishore. 2001. “Why inverse document frequency?” NAACL Proceedings, 25-32.

Polikar, Robi. 2006. “Ensemble Based Systems in Decision Making.” IEEE Circuits and Systems Magazine.21-45.

Porter, M. F. 1980. “An algorithm for suffix stripping.” Program 14(3):130-137.

Purpura, Stephen and Dustin Hillard. 2006. “Automated Classification of Congressional Legislation.” The 7th Annual
International Conference on Digital Government Research. May 21-24, San Diego, CA.

Purpora, Stephen, Dustin Hillard and Philip Howard. 2006a. “A Comparative Study of Human Coding and Context
Analysis against Support Vector Machines (SVM) to Differentiate Campaign Emails by Party and Issues.” Working
Paper.

Quinn, Kevin, Burt L. Monroe, Michael Colaresi, Michael Crespin, and Dragomir Radev. 2006. “How To Analyze
Political Attention With Minimal Assumptions And Costs.” Society for Political Methodology, Davis, CA.

Schliep, Klaus and Klaus Hechenbichler (2008). kknn: Weighted k-Nearest Neighbors. R package version 1.0-6.

Schrodt, Philip, Palmer, Glenn and Hatipoglu, Mehmet. 2008. “Automated Detection of Militarized Interstate
Disputes Using Document Classification Algorithms” Paper presented at the annual meeting of the APSA 2008
Annual Meeting, Hynes Convention Center, Boston, Massachusetts, Aug 28, 2008 Online <WEBMAIL/PDF>.
2009-02-16 <http://www.allacademic.com/meta/p278383_index.html>

Shulman, Stuart. 2008. “Editor’s Introduction.” Journal of Information Technology & Politics. 5(4), 353-354-

Snowball Stemmer. Software. http://snowball.tartarus.org/

Tzoukerman, Evelyne, Judith Klavans and Tomek Strzalkowski. 2003. “Information Retrieval.” Oxford Handbook of
Computational Linguistics. Ed. Ruslan Mitkov.

Vapnic, V. 1995. The Nature of Statistical Learning Theory. New York: Springer.

Venables, W. N. and Ripley, B. D. 2002. Modern Applied Statistics with S. Fourth Edition. Springer, New York.

20



