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Survey research is necessary to understand media effects, but seriously impeded by considerable overreporting of news exposure, the extent of which differs across respondents. Consequently, apparent media effects may arise not because of differences in exposure, but because of differences in the accuracy of reporting exposure. Drawing on experiments embedded in two representative surveys, this study examines why many people overstate their exposure to television news. Analysis indicates that overreporting results from unrealistic demands on respondents' memory, not their motivation to misrepresent or provide superficial answers. Satisficing and social desirability bias do not explain overreporting. Instead, imperfect recall coupled with the use of flawed inference rules causes inflated self-reports. To lower reports of news exposure and improve the validity of conclusions about media effects, researchers should help respondents with the estimation by providing population frequencies and encouraging comparison with others.

People who watch news or read newspapers cast more informed votes. Exposure to political advertising affects turnout and vote choice. Political comedy and other infotainment blends increase political awareness among otherwise hard to reach young people. Watching Fox News distorts perceptions of reality. Incessant coverage of polls and strategy makes people cynical. These are only a few of the many proposed effects of media exposure. If true, they testify to the central role of mass media in politics. Yet not too long ago, Bartels concluded that “[t]he state of research on media effects is one of the most notable embarrassments of modern social science” (1993, 267). This article aims to improve one of the tools social scientists use to study media effects.

Media effects research has made great progress in the last two decades. Experimental research, both in the lab (e.g., Iyengar 1991; Iyengar and Kinder 1987; Neuman, Just, and Crigler 1992) and in the field (e.g., Gerber and Green 2000; Gerber et al. 2007), convincingly established that media or campaign messages can cause change in political attitudes and behaviors. Aggregate studies relate systematic variation in media or campaign content to outcomes such as turnout or vote choice (e.g., Johnston, Hagen, and Jamieson 2004). Survey research, however, the methodology that provided many of the early insights about the role of media in politics (e.g., Lazarsfeld and Berelson 1944; Patterson and McClure 1976), has not kept up with this progress. Its key problem is that many survey respondents are bad at telling us accurately about their media exposure (Ansolabehere, Iyengar, and Simon 1999; Price and Zaller 1993; Prior, 2009). This casts serious doubt on survey-based evidence about the relationship between media exposure and political outcomes. Apparent media effects may arise not because of differences in exposure, but because of differences in the accuracy of reporting exposure. Null findings may reflect not the absence of media effects, but flawed measures of exposure.

Yet surveys remain indispensable for a full understanding of media and campaign effects. Outside the experimental lab, we need surveys to pinpoint who was exposed to which and how much media content—and thus who should be affected by it. Even experimental research needs self-reported exposure to rule out that experimental effects occur only among subjects who never encounter the stimulus in the real world. Rather than dismiss self-reports altogether, we need to understand better why people do not provide more accurate responses. The purpose of this article is to focus attention on the measurement of media...
exposure in surveys as a major obstacle for the study of media effects and to devise new ways to counteract people’s tendency to overreport exposure.

This is the first study to examine why many people dramatically overstate their news exposure and how this overstatement distorts our understanding of media effects. In this article, I draw on research on the cognitive mechanisms of survey responses to formulate hypotheses about the causes of overreporting. At the heart of this puzzle is the distinction between motivation and ability: Do respondents deliberately overstate their news exposure—to look good, or to finish the survey quickly? Or are they frustrated by the difficulty of the task despite their best intentions? Hypotheses are tested in a series of experiments embedded in two surveys, one conducted over the phone, the other online. As a practical benefit, this project develops new question formats that reduce overreporting. Following the presentation of the experimental results, I examine if items that reduce reports of news exposure change conclusions about the causes and consequences of news exposure.

Despite the known shortcomings of self-reported exposure, research into media effects on political behavior and public opinion continues to rely on these measures. In the last 10 years alone, the Journal of Politics, the American Political Science Review, and the American Journal of Political Science have published 42 studies that use self-reported media exposure in their empirical analysis. Even though media use was not the theoretical focus in all of them, simply controlling for self-reported exposure easily biases the effects of other variables if the reporting errors are not random (see Brady 1986; Katz 2000). Vote validation studies have demonstrated how adjusting for self-report bias can lead to a different and more valid understanding of political behavior. For example, analyses of validated turnout show a much weaker, sometimes not even significant, effect of education on turnout because some of the more educated, but not even significant, effect of education analyses of validated turnout show a much weaker, sometimes not even significant, effect of education on turnout because some of the more educated, but not the theoretical focus in all of them, simply controlling for self-reported exposure easily biases the effects of other variables if the reporting errors are not random (see Brady 1986; Katz 2000). Vote validation studies have demonstrated how adjusting for self-report bias can lead to a different and more valid understanding of political behavior. For example, analyses of validated turnout show a much weaker, sometimes not even significant, effect of education on turnout because some of the more educated, but not few of the less educated respondents falsely report that they voted (Belli, Traugott, and Beckmann 2001; Presser and Traugott 1992; Silver, Anderson, and Abramson 1986). Whether or not overreporting of news exposure arises for the same reasons as turnout overreporting, measuring media exposure in surveys with less error promises more valid conclusions about media effects on political behavior.

In the case of news exposure, it is difficult to exaggerate the magnitude of overreporting. Figure 1 illustrates the inaccuracy of self-reported exposure to network news. It compares survey estimates from the 2000 National Annenberg Election Survey to Nielsen estimates of the nightly news audience for the same period. (For details, see note to Figure 1 and Prior, 2009.) According to Nielsen data, between 30 and 35 million people watched the nightly news on an average weekday in 2000. Based on self-reports, that number is between 85 and 110 million. Hence, survey

![Figure 1 Comparing Nielsen Ratings and Survey Estimates of the Nightly Network News Audience](image)

Note: The NAES (Romer et al. 2004) was conducted as a rolling cross-sectional design and produced independent daily random samples of U.S. residents for the entire year 2000. Respondents were asked “How many days in the past week did you watch the national network news on TV—by national news, I mean Peter Jennings on ABC, Dan Rather on CBS, Tom Brokaw on NBC, Fox News or UPN News?” Responses to the NAES question are divided by seven and averaged across respondents to calculate the expected daily network news audience. Daily estimates are aggregated to generate weekly averages. Multiplying these percentage estimates by the voting-age population in 2000 produces survey-based estimates of the daily network news audience (averaged by week). Nielsen estimates are weekly averages of the average weekday audience for the ABC, CBS, and NBC evening newscasts (measured in number of viewers). These estimates are available from Associated Press reports through Lexis-Nexis. Because these average audience measures count viewers only in proportion to the portion of the newscast they watched, they underestimate the total weekday audience. But they also miss weekend viewing, which is considerably lower than weekday viewing. Alternative Nielsen measures show that these two biases are relatively small (less than 5 million viewers in each direction even under the most conservative assumptions) and roughly neutralize each other. (For more information, see Prior, 2009.) The trend lines are generated using locally weighted regression on time with a bandwidth of .1.

1These studies were identified by searching the three journals’ electronic archives (JSTOR, Blackwell-Synergy, Cambridge Journals Online) using the following search terms for the years 1998 to 2007: media exposure, media use, television viewing, television watching, television exposure, news exposure, debate viewing, ad recall, ad exposure, advertising exposure, newspaper reading, campaign exposure, news consumption, and media consumption. Studies that did not use self-reported exposure to mass media in their empirical analysis were not counted.
estimates overstate the size of the network news audience by a factor of three.

**What Causes Inflated Self-Reports of News Exposure?**

Survey methodologists have developed a model that specifies what respondents do when they answer a survey question about the frequency of their past behavior (Schwarz and Oyserman 2001; Tourangeau, Rips, and Rasinski 2000; for different versions of the model, see Schwarz 1999). According to this model, respondents have to (1) understand the question, (2) recall the relevant behavior, (3) estimate the frequency of the relevant behavior, (4) map the frequency onto the response alternatives, and (5) report either their candid answer or a socially desirable answer.

Errors at the first or fourth stage are least likely for some common question about news exposure. Respondents appear to understand what we mean by “network news.” In 2000, the American National Election Study (ANES) and the National Annenberg Election Survey (NAES) used different questions about network news exposure. The ANES asked respondents “How many days in the past week did you watch the national network news on TV?” To this question, the NAES added the explanation that “by national news, I mean Peter Jennings on ABC, Dan Rather on CBS, Tom Brokaw on NBC, Fox News, or UPN News.” Mentioning “Fox News” and UPN News even though neither the Fox broadcast network nor UPN has national news programs did not confuse respondents: Despite the different question wordings (and different survey procedures), means and variances are statistically indistinguishable. During the period when both surveys were in the field (September 5 to November 6), the weighted mean response to the ANES question was 3.19 days with a standard deviation of 2.80, compared to a mean of 3.06 and a standard deviation of 2.66 for the NAES. The overreporting in Figure 1 is robust to a mean of 3.06 and a standard deviation of 2.66 for the weighted mean response to the ANES question was surveys were in the field (September 5 to November 6), statistically indistinguishable. During the period when both survey procedures), means and variances are statistically indistinguishable. When the question pertains to a frequent behavior, respondents are unlikely to have detailed representations of numerous individual episodes of a behavior stored in memory. Instead, the various instances of closely related behavior blend into one global, knowledge-like representation that lacks specific time or location markers... As a result, individual episodes of frequent behaviors become indistinguishable and irretrievable. (Schwarz and Oyserman 2001, 136–37)

When respondents believe that they recalled some, but not all episodes of the behavior, they estimate its frequency (stage 3). Their estimation can be based on rules, on various heuristics—for example, on the availability heuristic (Tversky and Kahneman 1973), so easily recalled episodes weigh more heavily—or on an “innate sense of relative or absolute frequency” (Burton and Blair 1991, 52). Importantly, this recall and estimation process can produce systematic overreporting. For example, overreporting occurs when respondents confuse instances of the relevant behavior with instances where they only considered the behavior without actually engaging in it (Belli, Traugott, and Beckmann 2001; Belli et al. 1999). Overreporting is also likely when respondents rely heavily on estimation instead of enumeration because estimation tends to generate higher self-reports (Brown and Sinclair 1999; Burton and Blair 1991).

A simple explanation of overreporting thus centers on lack of effort. According to my satisfying hypothesis, overreporting occurs due to satisficing (Krosnick 1991) when respondents are not motivated enough to search their memory thoroughly for instances of news exposure or to come up with a valid inference rule. Burton and Blair (1991), for example, find that instructing business majors to take additional time improved the accuracy with which they recalled course grades and courses taken in other departments. Even considerable effort may not reduce overreporting if recall and estimation are simply too difficult. According to Schwarz and Oyserman (2001, 137), episodes of news exposure could be “indistinguishable and irretrievable” even for the most motivated respondent. Conrad, Brown, and Cashman conclude that poor recall may force respondents to
base their self-reports on as little as “general impressions” so “[a]ll they can do is convert their impression that frequency is high to a relatively large number” (1998, 352).

According to the flawed estimation hypothesis, respondents use inappropriate estimation strategies to infer their news exposure based on limited recall of relevant episodes. Only explicit help with estimating news exposure can improve self-reports. Burton and Blair speculate that accuracy of self-reports may be increased by “offering information about the frequency distribution across the respondent population,” which “may be particularly helpful in situations where respondents become overwhelmed by the estimation task and simply guess” (1991, 77). According to this argument, giving respondents an idea of the size of the audience or encouraging them to think about other people’s viewing habits can improve their inference rules and reduce overreporting.

Finally, overreporting may arise at the fifth stage of the self-report model. The social desirability hypothesis holds that overreporting occurs because a respondent feels that his exposure estimate is embarrassingly low and adds a few days of news viewing to look good to himself or the interviewer. Social desirability pressure is the most prominent explanation for turnout overreporting (Belli et al. 1999; Bernstein, Chadha, and Montjoy 2001; Holbrook and Krosnick 2005; Presser 1990). It may inflate reports of news exposure as well because staying informed is also considered indicative of a “good citizen.” Whether social desirability bias causes overreporting of news exposure has never been tested.

**Research Design and Data**

To investigate if social desirability bias, satisficing, or flawed estimation cause inflated self-reports of news exposure, I designed a series of survey experiments. They were included in two different general population surveys. Study 1 was a phone survey with a probability sample of U.S. residents 18 and older conducted by the Center for Survey Research at Indiana University. Data for this study were collected through Time-Sharing Experiments for the Social Sciences (TESS), funded by the National Science Foundation. My module was in the field between October 13, 2005 and February 7, 2006 and yielded 916 completed interviews.2 The module was placed first in the interview.

Study 2 was conducted by Knowledge Networks in March and April 2008. Knowledge Networks interviews national probability samples over the Internet by providing a large panel, selected through random digit dialing, with WebTV units and free Internet connections in exchange for taking surveys. The participants for this study constitute a randomly selected subset of the KN panel and are thus close to a random sample of the U.S. adult population.3 Data from both studies were weighted to reflect Census distributions on gender, age, race, and region.

In Study 1, all respondents participated in three different experiments. First, the List Experiment asked respondents if they performed a variety of behaviors, including watching the news, on the day before the interview. It constitutes a precise test of the social desirability hypothesis. The next experiment covers general television news exposure and evaluates the satisficing hypothesis. Finally, the Anchor Experiment tests the flawed estimation hypothesis for exposure to nightly network news. All assignments to different experimental groups were random and orthogonal to the assignments for the other experiments. Study 2 replicates the Anchor Experiment for a different interview mode and extends it by measuring response time and testing alternative explanations. Unlike studies of turnout overreporting, I cannot directly validate respondents’ self-reported news exposure, so hypotheses are evaluated by comparing the degree of overreporting in the different experimental conditions. Appendix A reports a check of the randomizations for both studies.

**Results**

To test the social desirability hypothesis, I designed the List Experiment. It allows respondents to report their news exposure without revealing it to the interviewer, thus relieving presentational pressures. The experiment relies on a technique that has been used successfully in the past to show social desirability bias. The “item count technique” (Miller 1984) was validated in a number of different contexts, demonstrating social desirability bias in reports of illegal drug use and risky sexual behavior, for example (for a summary of past studies, see Holbrook and Krosnick 2005). Under the name “list experiment,” it has been used in political science to study racial attitudes (e.g.,

---

2The response rate (AAPOR response rate 3) for the two modules was 30.2%.

3The survey completion rate was 61%. The following analyses exclude 28 cases because of completely missing data or response set on an eight-item response grid just preceding the exposure question.

In this experimental design, two-thirds of the respondents are read a list of behaviors and asked to report how many of those behaviors they performed the day before the interview. In one experimental condition, the list contains the sensitive behavior, in this case watching a news program on television. In a second condition, the list is identical except that the sensitive behavior is not included. The difference between the two list conditions estimates the frequency of the sensitive behavior even though no respondent is directly asked about it. The behaviors on the list are chosen so that respondents will not have performed all or none of the behaviors because in those cases respondents could in fact reveal to the interviewer whether or not they watched the news. The frequency estimate from the list experiment can then be compared to a question that asks the last third of respondents directly whether or not they engaged in the sensitive behavior the day before the interview. If social desirability inflates frequency estimates, the direct estimate should be higher than the estimate inferred from the list conditions.

In the List Experiment, respondents were randomly assigned to one of three conditions, the five-item list which includes television viewing, the four-item list without television viewing, or a direct question about television viewing. One-third of the respondents was asked directly

Did you watch a news program on television yesterday?

A second third was asked the following question:

Here is a list of four things that some people do and some people do not do. Please listen to them and then tell me how many of them you did yesterday. Do not tell me which things you did. Just tell me how many. Here are the four things.

- Had a cup of coffee
- Made a phone call
- Went to the movies
- Took a shower

How many of these things did you do yesterday?

For the final third of respondents, the list included a fifth behavior: “Watched a news program on television.” In response to the direct question, 66% of the respondents reported exposure to a TV news program “yesterday” (N = 310). In contrast, the difference between the mean number of behaviors in the two list conditions was .71 (3.26 for the five-item list [N = 318] minus 2.55 for the four-item list [N = 282]), indicating that 71% of the respondents watched a news program the day before the interview. The difference between the direct and indirect estimate is insignificant and in the wrong direction, thus failing to support the social desirability hypothesis.

Using the same technique to study turnout overreporting, Holbrook and Krosnick (2005) find that social desirability affects turnout self-reports in phone interviews, but not when respondents answer the questions on their computer screens. The present study, in contrast, finds no indication of social desirability bias in self-reports of news exposure precisely for the interview mode—telephone—that exacerbated social desirability bias for turnout. Lack of statistical power cannot explain the failure to find significant results because the effect estimates were in the wrong direction. Social desirability bias does not appear to affect overreporting of news exposure. This conclusion is consistent with results of an experiment in the 1989 ANES pilot study testing different wordings of the news exposure question. Respondents who were asked about their news exposure “in a typical week” reported higher news exposure than respondents asked about the “past week.” But they also reported higher exposure to nighttime television entertainment programs (Price 1993), a behavior that should not be influenced by considerations of social desirability in the same way as news exposure.

As a test of the satisficing hypothesis, the 15-Seconds Experiment was designed to determine if respondents misreport their exposure to television news because they do not devote sufficient effort to recalling instances of news exposure and estimating a frequency. Drawing on a design employed by survey methodologists in the past (Burton and Blair 1991), the treatment in the 15-Seconds Experiment induces respondents to think more carefully about an exposure question than they normally would. The treatment group received the following instructions:

The next question is very important. After I finish reading the question, I would like you to spend at least 15 seconds thinking about it. I will let you know when the 15 seconds are up. If you wish to take more time, just let me know. Okay?

Respondents in the control group did not hear any introduction before the exposure question:

The list of behaviors was pretested and worked as intended. Only 2.8% of the respondents in the two list conditions reported engaging in either the minimum or the maximum number of behaviors.
In a typical week, how many days do you watch the news on television?

The treatment did not significantly affect reported exposure. Respondents in the treatment group reported 4.9 days of news exposure, compared to 4.7 days in the control group. The difference remains insignificant when political interest and demographics are controlled for.\(^5\)

For a second test of the satisficing hypothesis, I used a Follow-Up Challenge to give respondents an opportunity to reconsider and update their answers. Using a similar procedure, Burton and Blair (1991, 63) find that additional response time improved the accuracy of self-reports for some behaviors. Following their report of general TV news exposure, respondents were alerted to the difficulty of estimating news exposure and given a chance to change their answer:

> Just to be sure because people often find it difficult to estimate their news exposure correctly, and thinking about it very carefully, how many days in a typical week do you watch the news on television?

Only 13% of the respondents provided a different answer in response to the follow-up question. This result confirms previous findings that demonstrate fairly high reliability of self-reported news exposure (Price 1993). Furthermore, almost half of the respondents who provided a different second self-report increased their estimate. Hence, even in the few instances when additional consideration led respondents to change their initial answer, overreporting remained at the same level as before.

In sum, simply encouraging people to try harder does not reduce overreporting of news exposure, according to two independent tests. In Burton and Blair’s study, the self-reported frequency of ATM withdrawals and check writing did not become more accurate when respondents had extra time. They conclude that “a response-time manipulation . . . is only effective at improving response accuracy when the episodes in question are readily accessible in a survey context” (1991, 75). For respondents who do not store individual episodes of low-salience behaviors such as ATM withdrawals or news viewing in memory, the estimation problem seems to be so difficult that greater effort alone does not help.

Rejection of the social desirability and satisficing hypotheses suggests that people inadvertently overestimate their news exposure despite their best efforts to respond accurately. To test this flawed estimation hypothesis, I designed the Anchor Experiment. It follows survey methodologists’ recommendations to point respondents towards effective estimation rules. Information about the frequency of the behavior in the population offers respondents a reference point for their estimates and encourages them to consider whether or not this reference point applies to them (Burton and Blair, 1991, 77). Inviting comparisons with other people can also help estimation (Schwarz et al. 1985). As part of the Anchor Experiment in both studies, respondents were asked how often they watched network news:

> The next question is about the nightly national network news on CBS, ABC and NBC.

This is different from local news shows about the area where you live and from cable news channels such as CNN and Fox News Channel.

> How many days in the past week did you watch the national network news on television?

The control group heard only this question. In three treatment groups, different (randomly assigned) introductory statements preceded the question. They alerted respondents that audiences may change over time, thus cautioning them about inference rules based on impressions from the more distant past. One subset of respondents was told that

> Television news audiences have declined a lot lately. Few Americans watch the national network news on a typical weekday evening.

In order to determine if a concrete population frequency has a different effect than vague population information, a second subset was told that

> Television news audiences have declined a lot lately. Less than one out of every ten Americans watches the national network news on a typical weekday evening.\(^6\)

Both anchors should lower reported exposure because they give respondents some information on the actual size of the network news audience and explicitly mention other Americans to encourage comparison. But the competing social desirability hypothesis offers exactly the same prediction: low frequencies should make it more acceptable to report low news exposure. The social desirability and flawed estimation hypotheses yield different predictions only for high-population

---

\(^5\)Subjects did apparently take more time to think about their answer. In Study 1, response time to individual questions was not measured, but the overall length of my survey module was. Subjects in the 15-Seconds condition took half a minute longer to complete the interview than those in the control group.

\(^6\)In the TESS study, the second sentence was “Only one out of every ten Americans watches the national network news on a typical weekday evening.” Counting Americans under 18, fewer than 10% of Americans watch network news on average.
frequencies. Hence, a third anchor was assigned to another subset of respondents:

With all that’s going on in the world these days, many Americans watch the national network news on a typical weekday evening.

According to the social desirability hypothesis, this anchor should increase social desirability pressures and therefore inflate self-reports further. In contrast, the flawed estimation hypothesis predicts reduced overreporting because “[p]roviding respondents with information about the average person’s frequency is likely to encourage estimation based on the respondent’s sense of how he or she compares with the norm” (Burton and Blair 1991, 52–53). Respondents who do not watch a lot of news determine that they fit the norm when they hear that “few Americans” (or “1 out of every 10 Americans”) watch the news and report the low estimate. When they hear that “many Americans” watch the news, they realize that they do not fulfill this norm and also lower their estimates. The “many Americans” condition thus offers a direct test of the flawed estimation hypothesis against the social desirability hypothesis.

Respondents in all treatment conditions took significantly longer to complete the question than control subjects, according to response time measures included in Study 2. Median completion time was 21 seconds in the control group, compared to 29 seconds in the Few Americans treatment, 28 seconds in the 1 in 10 treatment, and 25 seconds in the Many Americans treatment.

All three anchors lowered self-reported news exposure. Table 1 shows regression estimates of the experimental effects holding constant a series of demographic and attitudinal factors. In Study 1, respondents reported an average of 2.6 days of network news exposure in the control group. News exposure was reduced by .4 days in the Many Americans condition, .5 days in the Few Americans condition, and .6 days in the 1 in 10 condition. The treatments thus reduced reported news exposure by between 16 and 22%.

In Study 2, overall treatment effects are smaller, reaching statistical significance only in the Few Americans condition (Table 1, column 2). A principal difference between the two studies is the interview mode. In the TESS study, respondents were read the question by the interviewer. In the KN study, respondents completed the survey question on a computer screen. Some of them did so very quickly (10%, for example, in 11 seconds or less). Respondents with short completion times may not have read the question carefully enough to be affected by experimental manipulation. Figure 2 graphs the experimental effects as a function of screen completion time. The plot shows residual news exposure after the main effects of demographic predictors are removed. The gaps between the residuals in the control group and in the treatment groups indicate the experimental effects. The area between the vertical lines marks the range between the 5th and 95th percentiles of completion time. Treatment effects are small and inconsistent for respondents with short completion times, but increase for respondents who took longer.

The last two columns in Table 1 show experimental effects below and above the median completion time. The median split is implemented within each experimental group, so that the slow half of respondents in the control group is compared to the slow half of respondents in the treatment groups. None of the anchors made a significant difference for the respondents who completed the screen quickly. Among respondents who considered the question carefully, however, significant effects emerge. The Few Americans and 1 in 10 treatments both lowered self-reports by almost .7 days. The effect of the Many Americans treatment of .4 days is marginally significant ($p = .10$ in a one-tailed test).

**How does the “many Americans” anchor lower self-reports?** Although in Study 2 the Many Americans treatment reduced self-reports only for respondents who took sufficient time, the two studies together reject the social desirability hypothesis, which predicted higher self-reports in the Many condition than in the control group. Consistent with the flawed estimation hypothesis, even a (vague) high population frequency reduced reported news exposure. Burton and Blair (1991) anticipated this result by suggesting that providing population frequencies encourages comparisons with others and thereby improves estimation. To verify this mechanism, Study 2 asked respondents right after the Anchor Experiment if they watched network news “more often, less often, or about as often as most other Americans.” Among respondents above the median completion time, 10% thought they watched news more often than most others in the Many Americans condition, compared to 16% in the control group. The percentage who said they watched less than others remained the same. Alerting respondents that “many Americans” watch the news thus helped at least some of them infer that their own news consumption is relatively low.

In the 1 in 10 and Few Americans conditions, the slower half of respondents also lowered their estimates of how their news consumption compares to others. Between 50 and 51% of them reported
watching less news than others, compared to only 44% in the control group. (The percentage who reported watching more than others remained almost unchanged.) The results suggest that all three anchors stimulated comparisons with other people that helped people reach a more realistic estimate of their own news exposure.

**Do population frequencies or references to others reduce overreporting?** All three anchors discussed so far combine information about the population frequency and a reference to other Americans. In order to determine if both elements are necessary to reduce overreporting, Study 2 included three other anchor conditions:

- [Anchor 4: ] Television news audiences have declined a lot lately.
- [Anchor 5: ] With all that’s going on in the world these days, the national network news draw large audiences.
- [Anchor 6: ] With all that’s going on in people’s lives these days, some watch the national network news on a typical evening, while others don’t.

**Table 1** The Impact of Inference Rules on Self-Reports of Nightly Network News Exposure (The Anchor Experiment)

<table>
<thead>
<tr>
<th>Experimental Conditions</th>
<th>Study 1 (TESS)</th>
<th>Study 2 (Knowledge Networks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASE 1: “few Americans”</td>
<td>-0.46** (.20)</td>
<td>-0.38* (.20)</td>
</tr>
<tr>
<td>CASE 2: “1 out of every 10 Americans”</td>
<td>-0.57** (.20)</td>
<td>-0.20 (.19)</td>
</tr>
<tr>
<td>CASE 3: “many Americans”</td>
<td>-0.41** (.17)</td>
<td>-0.17 (.20)</td>
</tr>
<tr>
<td>CASE 4: “some watch… others don’t”</td>
<td>-0.19 (.18)</td>
<td>-0.06 (.25)</td>
</tr>
<tr>
<td>CASE 5: “audiences have declined”</td>
<td>-0.02 (.20)</td>
<td>0.19 (.27)</td>
</tr>
<tr>
<td>CASE 6: “network news draw large audiences”</td>
<td>0.13 (.19)</td>
<td>0.57** (.25)</td>
</tr>
</tbody>
</table>

**Control Variables**

| CASE 1: “few Americans”                       | 0.95** (.15)   | 1.18** (.13)                |
| CASE 2: “1 out of every 10 Americans”         | -0.41** (.16)  | -0.32** (.13)               |
| CASE 3: “many Americans”                      | 0.05** (.004)  | 0.04** (.004)               |
| Age                                          | -0.10 (.14)    | 0.24** (.11)                |
| Female                                        | 0.23 (.15)     | 0.57** (.13)                |
| Minority                                      | -0.41** (.004) | -0.33** (.12)               |
| Employed                                      | -0.25** (.12)  | -0.16 (.17)                 |
| Internet connection speed                     | -0.58** (.17)  | -0.44** (.14)               |
| Conservative ideology                         | 0.29 (.20)     | -0.16 (.17)                 |
| Liberal ideology                              | 2.46** (.20)   | 2.44** (.18)                |

**Adjusted R²**

<table>
<thead>
<tr>
<th>All respondents</th>
<th>Time &lt; median</th>
<th>Time &gt; median</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.20</td>
<td>0.17</td>
</tr>
</tbody>
</table>

**Note:** Cells show OLS coefficients with standard errors in parentheses. The regressions also include a dummy variable for respondents who did not answer the ideology question. The two rightmost columns break up KN respondents by completion time for the network news exposure screen.

**Figure 2** Self-Reported News Exposure by Response Time, Anchor Experiment (Study 2)

Note: Residuals were calculated by regressing self-reported new exposure on political interest, education, age, gender, minority status income, Internet connection speed, tenure on the KN panel, and participation in concurrent political panel studies.
Anchor 4 begins exactly as the *1 in 10* and the *Few Americans* anchor, but omits the second sentence which explicitly refers to other people. Anchor 5 resembles the *Many Americans* anchor, but mentions only “large audiences” instead of “many Americans watch[ing]” news. As Table 1 shows, Anchors 4 and 5 did not significantly reduce overreporting. (In fact, Anchor 4 caused greater overreporting among fast respondents.) Neither did these treatments increase completion times as much as the other anchors. Anchor 6 refers to other people, but does not provide a population frequency. It lowers self-reports, but just misses conventional levels of statistical significance (*p* = .15 for the entire sample; *p* = .11 for the slower half; both one-tailed). These results suggest that only the combination of population frequency and explicit reference to other people remedies flawed estimation of news exposure.

### Who Overreports?

For two reasons, it is important to examine who lowers their reported news exposure most when offered help with the estimation. First, if everybody overreports to the same extent, the resulting errors will not distort estimates of media effects. If, in contrast, overreporting varies with other variables of interest, inferences will be biased (see Brady 1986; Katz 2000). Second, larger experimental effects among particular types of respondents can add circumstantial evidence that the anchors generate more accurate exposure estimates.

The models in Table 2 present separate regressions of reported news exposure on several demographic and attitudinal variables for the control group and the three effective anchor conditions. (The *Few Americans* and the *1 in 10* conditions are pooled to maximize cases as differences between the two conditions were negligible.) Study 2 included a separate question about respondents’ primary news source and a vocabulary test, which was adopted from the General Social Survey and is often interpreted as a measure of general cognitive abilities. 

The effects of both variables bolster the validity of the modified exposure question. Respondents who name television as their primary news source report more network news exposure than others. But this effect is more than twice as big (and statistically different) in the treatment conditions compared to the control group. The modified exposure questions match more closely what respondents report elsewhere in the interview. Respondents with lower cognitive abilities report higher-than-average news exposure in the control group, but not in the treatment conditions. This difference, too, is statistically significant and consistent across treatments. Overreporting declines precisely among respondents—who with lower cognitive abilities—who should benefit the most from a treatment that reduces the difficulty of estimating one’s own news exposure.

Vote validation studies have shown that more educated and more politically involved respondents are more likely to falsely report that they voted (Belli, Traugott, and Beckmann 2001; Presser 1984; Presser and Traugott 1992; Silver, Anderson, and Abramson 1986). Politically interested college graduates are also most likely to lower their exposure reports in the anchor conditions. As Table 2 shows, in both studies the interaction between the two variables is significantly lower in the treatment conditions than in the control group. To facilitate interpretation, Figure 3 graphs predicted exposure reports in the different conditions as a function of interest and education (for a white, ideologically moderate, employed women). Experimental effects are small among respondents who are not very politically interested or do not have a college degree. Among politically interested college graduates, however, the anchors lower self-reported exposure by between 24 and 55%.

Why would more politically interested, educated respondents estimate their exposure less accurately than others? Subgroup analysis of the *List Experiment* yields no evidence for social desirability bias in this group. Instead, interested college graduates seem to rely too heavily on their generally high political involvement when estimating network news exposure without help. Even when they recall only a few episodes of news exposure, they may infer frequent exposure from their considerable interest in (and knowledge of) politics. Documenting a similar case of faulty reasoning, Bishop, Oldendick, and Tuchfarber (1984) have shown that survey respondents report “following what’s going on in government and public affairs” considerably less often when they are asked about it after several difficult political knowledge questions. People’s estimates of their own political

---

7 Respondents were first asked, “From which of these media do you typically get most of your news?” Those who selected TV received a score of 2. Those who did not were then asked, “Do you regularly get news from any other medium?” and scored 1 if they selected TV. All others received a score of 0. In the vocabulary test, respondents were asked to select synonyms for eight different words (see Verba, Schlozman, and Brady 1995, 561–62). The variable is scored 0–8.
involvement are affected by how knowledgeable they feel. Their estimates of news exposure might be affected in a similar way unless the question draws attention to the actual size of the news audience and thereby corrects for an otherwise misleading inference rule.

With remarkable consistency across the two studies, the anchor conditions indicate that network news attracts predominantly less educated but politically interested viewers. This finding squares with the reputation of television as an “easy” (Salomon 1984) news medium that attracts a less educated audience. College graduates with an interest in politics, on the other hand, look like frequent viewers of television news on the traditional exposure measures, but may in fact get their news elsewhere.

### The Consequences of Reduced Overreporting for Conclusions about Political Behavior

The validity of inferences about the effects of news exposure depends on the validity of the exposure measure. To determine if measures of news exposure that produce less overreporting in the aggregate also change conclusions about the relationship between

---

**Table 2 Predictors of Self-Reported Network News Exposure in the Anchor Experiment**

<table>
<thead>
<tr>
<th>Experimental Condition</th>
<th>Control Group</th>
<th>“few/1 out of 10 Americans”</th>
<th>“many Americans”</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study 1 (TESS)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follows politics “most of the time”</td>
<td>.86** (.31)</td>
<td>1.50** (.30)</td>
<td>1.07** (.29)</td>
</tr>
<tr>
<td>College graduate</td>
<td>-.31 (.48)</td>
<td>.10 (.40)</td>
<td>.13 (.38)</td>
</tr>
<tr>
<td>Follows politics × College Grad.</td>
<td>.37 (.61)</td>
<td>-.99* (.52)</td>
<td>-1.21* (.51)</td>
</tr>
<tr>
<td>Agea)</td>
<td>.06** (.01)</td>
<td>.04** (.01)</td>
<td>.05** (.01)</td>
</tr>
<tr>
<td>Female</td>
<td>-.09 (.26)</td>
<td>.12 (.23)</td>
<td>-.48** (.24)</td>
</tr>
<tr>
<td>Minority</td>
<td>.14 (.28)</td>
<td>-.02 (.25)</td>
<td>.72** (.26)</td>
</tr>
<tr>
<td>Employed</td>
<td>-.21 (.28)</td>
<td>-.68** (.25)</td>
<td>-.41* (.24)</td>
</tr>
<tr>
<td>Conservative ideology</td>
<td>-.72** (.34)</td>
<td>-.71** (.28)</td>
<td>-.65** (.27)</td>
</tr>
<tr>
<td>Liberal ideology</td>
<td>.78** (.38)</td>
<td>.15 (.33)</td>
<td>-.04 (.31)</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.28** (.33)</td>
<td>1.85** (.28)</td>
<td>2.19** (.30)</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>.27</td>
<td>.25</td>
<td>.23</td>
</tr>
<tr>
<td>N</td>
<td>279</td>
<td>321</td>
<td>301</td>
</tr>
</tbody>
</table>

| **Study 2 (Knowledge Networks)** |               |                            |                  |
| Primary news source TV     | .37** (.15)   | .77** (.15)                | .85** (.21)      |
| Cognitive ability a)       | -.28** (.06)  | -.07 (.07)                 | -.07 (.10)       |
| Follows politics “most of the time” | 1.03** (.28) | 1.89** (.32) | 1.11** (.49) |
| College graduate           | .04 (.35)     | .50 (.33)                  | .64 (.47)        |
| Follows politics × College Grad. | .16 (.52) | -1.55** (.49) | -1.59** (.75) |
| Agea)                     | .05** (.01)   | .03** (.01)                | .04** (.01)      |
| Female                    | -.27 (.22)    | .33 (.22)                  | .55* (.32)       |
| Minority                  | .49* (.25)    | .37 (.27)                  | -.79* (.41)      |
| Employed                  | -.37 (.25)    | -.28 (.26)                 | -.55 (.36)       |
| Internet connection speed  | -.18 (.24)    | .06 (.25)                  | .22 (.36)        |
| Conservative ideology     | -.11 (.27)    | -.53* (.30)                | -.12 (.43)       |
| Liberal ideology          | -.36 (.33)    | .27 (.32)                  | .28 (.43)        |
| Intercept                 | 2.07** (.38)  | .65* (.37)                 | .88* (.53)       |
| Adjusted R²               | .28           | .27                        | .26              |
| N                         | 366           | 355                        | 183              |

**p < .05, * p < .10 (two-tailed) a) deviation from sample mean.**

**Note:** Cells show OLS coefficients with standard errors in parentheses. The regressions also include a dummy variable for respondents who did not answer the ideology question. **Bolded coefficients** are different from the same coefficient in the control group at p < .10 (two-tailed).
I use the exposure measures in the different experimental conditions as independent variables in a model of political knowledge. This cross-sectional design does not allow any causal inferences about learning from news exposure (see Neuman, Just, and Crigler (1992) for excellent experimental research on this topic), but it establishes how informed the self-reported news audience is. The dependent variable is an additive political knowledge index that ranges from 0 to 12. Appendix B lists the questions and describes the scoring.

Results in Table 3 show that self-reported news exposure in the control group is unrelated to knowledge when controls for demographic factors are included. This is consistent with past studies which have found weak relationships between self-reported news exposure and political knowledge when political interest, attention, or demographics are held constant (e.g., Chang and Krosnick 2002; Price and Zaller 1993). To assess the effect of news exposure in the anchor conditions, the model includes interactions between exposure and the effective experimental

FIGURE 3  Predicted Network News Exposure, by Education and Political Interest (Anchor Experiment)

Note: Bars are predicted values from regression models in Table 2 for a white, ideologically moderate, employed women (who gets some news from TV and has dialup Internet access).
The relationship in the Some Watch... Others Don't condition is tested as well because it encourages comparison with other people and caused a marginal decline in reported exposure.

The way we measure exposure has noteworthy implications for the relationship between news exposure and political knowledge. When overreporting is reduced by an effective anchor, reports of network news exposure are significantly related to political knowledge. All three interactions between treatment and reported exposure are positive and statistically significant. Their magnitudes imply that the difference between a nonviewer and someone who watches network news every day amounts to about one point on the knowledge index—about the same as the gender gap in this analysis and half of the effect of a college degree.

Previous studies have compared the impact of different media exposure measures on factual information to assess their validity (e.g., Chang and Krosnick 2002; Price and Zaller 1993). By that standard, the stronger relationship between exposure and knowledge in the anchor conditions attests to better measurement. The standard is flawed, however, because the true relationship between exposure and factual information is unknown. It is not clear ex ante if a stronger or a weaker relationship between the new exposure questions and knowledge would validate the exposure measures. Instead, the results in Table 3 illustrate the importance of measurement for conclusions about media effects. The null findings in the control group (and in many other survey-based studies) do not mean that network news viewers are as uninformed about politics as the rest of the population. Rather, they reflect flawed measurement of network news exposure. Better measures reveal a more informed network news audience.

**Conclusion**

Overreporting of news exposure is a serious problem for survey research. Aggregate survey-based estimates of news exposure are several times higher than independent assessments that do not rely on self-reports. Worse, overreport bias is not constant across respondents (Prior, 2009). This study reports the first systematic examination of why many people overstate their exposure to television news. A set of experiments embedded in two different representative surveys of U.S. residents indicates that overreporting results from unrealistic demands on respondents’ memory, not their motivation to misrepresent or provide superficial answers. The primary cause of inflated self-reports is imperfect recall coupled with the use of flawed inference rules. Most respondents are incapable of recalling most or all episodes of news exposure, so they estimate their exposure, a strategy that tends to generate higher self-reports than enumeration (Brown and Sinclair 1999; Burton and Blair 1991). To lower reports of news exposure, surveys should offer respondents help with the estimation.

Survey methodologists have long known that behavioral self-reports can overtax respondents’ memory. In response to questions about frequent activities of low salience, “their answers are likely to be based on some fragmented recall and the applications of inference rules to compute a frequency estimate” (Schwarz 1999, 97). Commenting on inflated self-reports of news exposure, Price and Zaller characterize the problem less charitably: “Answers to survey questions asking [respondents] to report rates of media use may thus depend heavily upon guesswork” (1993, 136). This “guesswork” is not random, however. It matters what kind of inference rules respondents employ. Survey researchers have recommended providing population averages in order to encourage comparison with other people (Burton and Blair 1991; Schwarz et al. 1985). Implemented in

### Table 3: The Effect of Self-Reported Network News Exposure on Political Knowledge, by Experimental Condition (Anchor Experiment, Study 2)

<table>
<thead>
<tr>
<th>Condition</th>
<th>DV: Political Knowledge (0–12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“1 in 10”/ “Few Americans”</td>
<td>-.85** (.27)</td>
</tr>
<tr>
<td>“Many Americans”</td>
<td>-.63* (.33)</td>
</tr>
<tr>
<td>“Some watch... others don’t”</td>
<td>-.94** (.30)</td>
</tr>
<tr>
<td>Reported Network News Exposure</td>
<td>-.012 (.06)</td>
</tr>
<tr>
<td>Exposure × “1 in 10”/ “Few”</td>
<td>.13* (.08)</td>
</tr>
<tr>
<td>Exposure × “Many”</td>
<td>.18* (.10)</td>
</tr>
<tr>
<td>Exposure × “Some watch...”</td>
<td>.22** (.09)</td>
</tr>
<tr>
<td>College Graduate</td>
<td>2.10** (.18)</td>
</tr>
<tr>
<td>Age</td>
<td>.03** (.005)</td>
</tr>
<tr>
<td>Female</td>
<td>-.92** (.15)</td>
</tr>
<tr>
<td>Minority</td>
<td>-1.20** (.18)</td>
</tr>
<tr>
<td>Employed</td>
<td>.02 (.17)</td>
</tr>
<tr>
<td>Internet connection speed</td>
<td>.84** (.17)</td>
</tr>
<tr>
<td>Intercept</td>
<td>3.94** (.44)</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>.27</td>
</tr>
<tr>
<td>N</td>
<td>1139</td>
</tr>
</tbody>
</table>

* p < .05, * p < .10 (two-tailed) deviation from sample mean.

Note: Cell entries are OLS coefficients and standard errors in parentheses. The model also includes indicator variables for several orthogonal experimental treatments related to the knowledge questions (see appendix).
the Anchor Experiment, this strategy reduced over-reporting significantly in two different studies.

Exposure questions that reduce aggregate over-reporting revise several substantive conclusions about who watches the news and to what effect. Whereas more politically interested respondents report higher exposure in the traditional design, self-reports among respondents who are both interested and well-educated drop when the survey helps them with the estimation. Less educated but politically interested Americans emerge as the prime audience for network news. Results also suggest that network news exposure is more strongly related to political knowledge than traditional exposure questions indicate.

The rejection of the social desirability and satisficing hypotheses indicates that respondents’ motivation—either to look good or to provide accurate answers—is not the main cause of overreporting. The List Experiment, a technique that allows respondents to report a behavior without revealing it directly and has been successfully used to demonstrate social desirability bias for many behaviors, did not generate lower self-reports. One of the treatments in the Anchor Experiment informed respondents that “many Americans” watch the news and thus increased the social pressure to report high exposure. Yet, like the other two anchors, this one, too, lowered self-reports. Two independent tests thus produced no support for the social desirability hypothesis.

Absence of social desirability pressures on self-reported news exposure is not necessarily inconsistent with studies that find social desirability bias in self-reported turnout (Belli et al. 1999; Bernstein, Chadha, and Montjoy 2001; Holbrook and Krosnick 2005; Presser 1990). There is no reason to assume that overreporting of turnout and news exposure must be caused by the same factors. Even with respect to turnout, however, some evidence hints at other sources of error. Comparing separate random samples interviewed in the three months after the 1996 presidential election, Belli et al. (1999) show that turnout over-reporting increases with time—which they find difficult to reconcile with deliberate misreporting since “if anything, one would expect conscious lying would occur most often shortly following the election, when remembering one’s voting behavior would be most certain” (1999, 105). Abelson, Loftus, and Greenwald (1992) find a decline in the accuracy of vote reports over time because some respondents become more likely to falsely report that they voted, while others become more likely to falsely report that they did not vote. The latter trend appears to be inconsistent with social desirability bias. Lower accuracy among both voters and nonvoters suggests that memory error contributes to misreporting of turnout as well.

Overreporting of news exposure appears not to be caused by satisficing. The 15-Seconds Experiment and the Follow-Up Challenge, designs previously employed to lower self-reports by encouraging greater cognitive effort (Burton and Blair 1991), did not affect responses. Respondents are doing their best to provide genuine estimates of their news exposure, but are frustrated by the difficult estimation task. Despite the absence of direct evidence for the satisficing hypothesis, further investigation is warranted because of a concern with self-administered online surveys that emerged in Study 2. Respondents who completed the exposure question quickly were not affected by the experimental manipulations. Fast responses might reflect easy estimation. Respondents who never watch network news (or always do) face a simpler task than irregular viewers—and may not require, or benefit from, help with the estimation. But the absence of experimental effects at fast response times could also indicate satisficing. In that case, effective questions should encourage both appropriate inference rules and sufficient effort.

Despite the clear recommendations that emerge from this study, it represents only the beginning of a research agenda to address the problem of inaccurate self-reports for media effects research. Most importantly, it could not directly validate people’s true news exposure. The treatments in the Anchor Experiment disproportionately reduced reported exposure among respondents with low cognitive abilities and respondents with other primary news sources than television, but this is at best indirect evidence for the validity of the modified exposure measures. A comparison with unobtrusively recorded behavioral data could produce more definitive evidence. Secondly, this study only evaluated the effects of news exposure on one dependent variable in a cross-sectional context. Further tests are needed to establish how much our conclusions about media effects change when more accurate exposure measures are used. Despite these limitations, the stakes are clear: without more accurate self-reports of media exposure, survey research will not be able to examine media effects rigorously.

Even though one justification for experiments in political science is precisely a concern about the validity of self-reports (see, e.g., Ansolabehere, Iyengar, and Simon 1999), it is essential to assess exposure to understand the real-world relevance of media effects found in experiments. The explosion of media choice (e.g., Prior 2007) makes it more dubious to simply assume that experimental subjects will be exposed to
the treatment outside the experimental context. In the extreme, experimental effects may occur entirely among subjects who do not receive the message in the real world. Innovative experimental studies address this concern by building message selection into the design (e.g., Arceneaux and Johnson 2007; Iyengar and Hahn 2007). Even this innovation cannot establish the frequency of exposure (and thus the cumulative effect) and necessarily sacrifices realism. Survey-based measures of news exposure are needed in the future, so that survey research can contribute its share to methodological pluralism in the study of media effects. For this contribution to be meaningful, political scientists and communication scholars cannot ignore the egregious overreporting of news exposure. In this study, I have taken a modest first step by identifying causes of overreporting and devising survey procedures to reduce its impact.
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Appendix A
Randomization Check

To verify randomization, I regressed the random variables for each of the experiments on a set of demographic and attitudinal variables (education, age, gender, race, employment status, marital status, political interest, ideology, week of the interview (Study 1), and speed of Internet connection (Study 2)). In all four cases, the null model cannot be rejected, indicating successful randomization. Eight out of 131 coefficients are significant at the 95% level, which is close to the 6.6 expected by chance. To account for chance differences in demographics or attitudes, all analyses report results with controls.

Table A1

<table>
<thead>
<tr>
<th>Experiment</th>
<th># of conditions</th>
<th>Likelihood ratio test against null model</th>
<th>Number of coefficients with $p &lt; .05$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>List Exp.</td>
<td>3</td>
<td>$\chi^2 (18) = 19.7, p = .35$</td>
<td>1 out of 18</td>
</tr>
<tr>
<td>15 Seconds Exp.</td>
<td>2</td>
<td>$\chi^2 (9) = 8.2, p = .51$</td>
<td>0 out of 9</td>
</tr>
<tr>
<td>Anchor Exp.</td>
<td>4</td>
<td>$\chi^2 (27) = 34.3, p = .16$</td>
<td>2 out of 27</td>
</tr>
<tr>
<td>Study 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anchor Exp.</td>
<td>7</td>
<td>$\chi^2 (72) = 85.5, p = .13$</td>
<td>5 out of 77</td>
</tr>
</tbody>
</table>

Note: Models are multinomial logit models if the number of conditions exceeds 2, binary logit models otherwise.

Appendix B
Measuring Political Knowledge

The political knowledge index was created by summing correct answers to the following questions:
1. Who is the current secretary of defense? (Donald Rumsfeld, John Ashcroft, Robert Gates, Colin Powell)
2. Who is the current Speaker of the U.S. House of Representatives? (Nancy Pelosi, Dana Perino, Barbara Boxer, Elizabeth Edwards)
3. Who is the Chief Justice on the U.S. Supreme Court? (William Rehnquist, John Roberts, Antonin Scalia, Samuel Alito)
4. Who is the President of Iran? (Mahmoud Ahmadinejad, Nouri al-Maliki, Hamid Karzai, Pervez Musharraf)
5. What office is currently held by Condoleezza (“Condi”) Rice [the person shown in this picture]? (Director of the Central Intelligence Agency, National Security Adviser, Secretary of State, White House Chief of Staff)
6. What position is currently held by Ben Bernanke [the person shown in this picture]? (Treasury Secretary, Chairman of the Federal Reserve, Secretary of Homeland Security, Chairman of the National Economic Council)
7. What position is currently held by Michael Mukasey [the person shown in this picture]? (U.S. Attorney General, President’s General Counsel, Senate Majority Leader, Supreme Court Justice)
8. What position is currently held by Nicolas Sarkozy [the person shown in this picture]? (President of France, Foreign Minister of the European Union, Prime Minister of Turkey, UN Secretary General)
9–10. Of these four politicians, who is the most conservative? And who is the most liberal? (Newt Gingrich, Arnold Schwarzenegger, Joe Lieberman, John Kerry)

11. Of the 100 members of the U.S. Senate, how many are members of the Democratic Party?

All questions except #11 were multiple-choice (response options are shown in parentheses). Question 11 was scored as follows: 2 points for “51”, 1.5 points for 52–55, 1 point for 49, 50, and 56–59, and 0.5 points for 40–48 and 60–100. This coding scheme rewards partial knowledge (e.g., which party has a majority and whether the majority is veto-proof). The resulting index ranges from 0 to 12 with a mean of 5.5 and a standard deviation of 3.0.

As part of a separate study, the response options for questions 1–10 were randomly shown either as photographs, names, or photographs and names. Also based on random assignment, half the questions included an explicit “Don’t Know” option. Random assignment to these conditions was independent of the randomization in the Anchor Experiment. The coefficients in Table 3 therefore indicate average effects across conditions. In order to adjust for differences in the de-facto difficulty of knowledge questions as a function of experimental conditions (e.g., better performance without a “Don’t Know” option), the model in Table 3 includes dummy variables for all independent randomizations.
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