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A super-replication problem with a gamma constraint, introduced in Soner and Touzi, is studied in the context of the one-dimensional Black and Scholes model. Several representations of the minimal super-hedging cost are obtained using the characterization derived in Cheridito, Soner, and Touzi. It is shown that the upper bound constraint on the gamma implies that the optimal strategy consists in hedging a conveniently face-lifted payoff function. Further an unusual connection between an optimal stopping problem and the lower bound is proved. A formal description of the optimal hedging strategy as a succession of periods of classical Black–Scholes hedging strategy and simple buy-and-hold strategy is also provided.
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1. INTRODUCTION

There are many financial markets in which all contingent claims cannot be perfectly hedged. During the past two decades several approaches for pricing and hedging in these models have been developed. One of these is the method of super-hedging and it requires the investor to be risk free at maturity by having a final wealth at least as large as the option liability. This fact makes it independent of the preferences of the investor and as such this approach provides prices and hedging strategies that are universal in nature. Although this is the main attractive feature of super-hedging, it is its chief weakness as well. It is believed that the super-hedging criterion is so stringent that the premium to be paid for being completely risk-free is too large. While this statement is shown to be correct for some models (Soner, Shreve, and Cvitanić 1995), there are several interesting classes of problems for which the super-hedging premium is small. Portfolio constraints with not so tight bounds is such a model with a simple explicit solution (Broadie, Cvitanić, and Soner 1998; Cvitanić and Karatzas 1993). Clearly for these models, super-hedging provides a strong alternative. In addition to its practical use in some cases, the super-replication value is of theoretical importance as it represents the minimal investment in order to hedge without risk. In particular, the minimal super-hedging price is the upper value of the interval of all no-arbitrage prices. The lower value of this interval is the dual of the super-replication premium for the buyer viewpoint (Soner 2005).
In this paper, we continue our study of the problem of super-replication under gamma constraints. This question was first raised in Broadie, Cvitanić, and Soner (1998) and was later formulated precisely in Soner and Touzi (2000). A characterization of the minimal price as the unique solution of a non-standard dynamic programming equation was obtained in Cheridito, Soner, and Touzi (2003a). In this paper, we obtain a complete description for the one-dimensional Black-Scholes model. In particular, we prove several different characterizations through classical stopping time and control problems as described later in this Introduction. In the final section, we formally construct a hedge with bounded sensitivity parameters using these new equivalent formulations of the problem.

To explain the gamma constraint, we revisit the classical Black-Scholes framework with one riskless asset, normalized to unity, and one risky asset whose price process evolves according to the stochastic differential equation
\[ dS(t) = \sigma S(t) dW(t), \]
after a convenient change of measure. Then, the unconstrained super-replication cost of a European contingent claim of the type \( g(S(T)) \), is given by the Black-Scholes arbitrage price
\[ v_{BS}(t, s) = \mathbb{E}[g(S(T)) | S(t) = s]. \]
The optimal hedging strategy consists of holding \( \Delta(t, S(t)) := v_{BS}^\Delta(t, S(t)) \) units of the risky asset at each time \( t \in [0, T] \). The variation of this optimal hedging strategy is an important problem that options traders face in practice and it is measured by the Gamma coefficient. It is defined by \( \gamma(t, S(t)) := v_{BS}^{\gamma}(t, S(t)) \).

Since traders only act in discrete-time, a large \( \gamma \) induces an important risk exposure between two transaction dates. Therefore, it is important to define hedging strategies with bounds on the Gamma. Also it is well known that the sensitivity parameter with respect to volatility, Vega, is an integral of Gamma. Hence, bounding Gamma also yields a bound for Vega as well.

This problem was raised by Broadie, Cvitanić, and Soner (1998) who provided an upper bound for its value. A precise description of the model under upper gamma constraint was then introduced by Soner and Touzi (2000). The analysis of the model was made possible by appealing to an original dynamic programming principle, which turned out to be a powerful tool for the treatment of general target problems. In the context of the one-dimensional Black-Scholes model, the solution of the super-replication problem under upper gamma constraint was described precisely in Soner and Touzi (2000). It consists in hedging a conveniently face-lifted payoff function according to the classical Black-Scholes hedging strategy.

The technical problems caused by the lower bound on the gamma were overcome later in Cheridito, Soner, and Touzi (2003a) and Cheridito, Soner, and Touzi (2003b) in a general multi-dimensional model. A brief description of these results in the one-dimensional framework is presented in Section 2. An interesting feature of this problem is that the associated Bellman equation is not the intuitive one. This is in contrast with usual stochastic control problems. The super-replication value was characterized in Cheridito, Soner, and Touzi (2003a) as the unique viscosity solution of the associated Bellman equation with terminal condition given by the face lifted payoff. An important observation is that the face lifting is only driven by the upper bound on the Gamma.

In the one-dimensional framework a simpler characterization is available. The chief result of this paper is the following representation of the minimal super-replication price as the value of an optimal stopping problem. Let \( V \) be this price under the constraint (2.5):
\[ -\Gamma \leq S^\gamma(t) \gamma(t, S(t)) \leq \Gamma. \]
Precise definitions of \( V \) and \( \gamma \) are given in Section 2.3 and, respectively, in Section 2.2 below. A discussion of different possible forms of the gamma constraint is also given in
that section. In this paper, we do not provide any mechanism for choosing the upper and lower bounds that appear in the above constraint. However, in practice one can compute the premium attached to these bounds. That is the difference between the Black–Scholes price and the super-replication price. Indeed, in classical examples such as Call, Put, and Digital options with only upper bound, this premium is explicitly available (Soner 2005). Then, an optimal choice of the bound can be made by balancing the premium due to the bound and the advantage obtained by having a bounded Gamma.

The main representation results of this paper are formulated in the following result.

**Theorem 1.1.** Let $V$ be the minimal super-replicating price of a contingent claim with pay-off $g$. Assume $g$ satisfies (2.6). Then, for all $t < T$,

$$
V(t, s) = \sup_{\theta \in \mathcal{T}_t} \sup_{r \in \mathcal{T}_s} \mathbb{E} \left[ g(S_{t,s}(\tau)) - \frac{1}{2}\sigma^2 (\Gamma(\tau - \theta) + \Gamma(T - \theta)) \right],
$$

$$
= \sup_{\theta \in \mathcal{T}_t} \mathbb{E} \left[ \hat{g}(S_{t,s}(\theta)) - \frac{1}{2}\sigma^2 \Gamma(T - \theta) \right],
$$

$$
= \sup_{r \in \mathcal{X}} \mathbb{E} \left[ -\frac{1}{2}\sigma^2 \int_{t}^{T} x(r) \, dr + \hat{g}(S_{t,s}^r(T)) \right],
$$

$$
= \sup_{(x,y) \in \mathcal{X} \times \mathcal{Y}} \mathbb{E} \left[ -\frac{1}{2}\sigma^2 \int_{t}^{T} (\Gamma x(r) + \Gamma y(r)) \, dr + \hat{g}(\hat{S}_{t,s}^{x,y}(T)) \right],
$$

where for any stopping times $0 \leq a \leq b \leq \infty$, $\mathcal{T}_a^b$ is the set of all $\mathbb{F}$-stopping times with values in the stochastic interval $[a, b]$, $\hat{g}$ is the face-lifted terminal function given in (3.2) below. $\mathcal{X}$ and $\mathcal{Y}$ are the sets of all progressively measurable processes taking values in $[0, 1]$, and, respectively, in $\mathbb{R}^+$. Finally, $S^\gamma = \check{S}^{\sigma,0}$, and the process $\hat{S}^{x,y}$ is defined by

$$
\hat{S}^{x,y}_{t,s}(i) = s, \quad d\hat{S}^{x,y}_{t,s}(r) = \hat{S}^{x,y}_{t,s}(r) \sigma \sqrt{1 - x(r) + y(r)} \, dW(r).
$$

This theorem is proved in Sections 5 and 6 below.

Our analysis of this problem in this and previous papers rely on the theory of viscosity solutions. A convex duality approach, which is generally available in most financial optimization problems, is not yet available for the gamma constraint. The above characterizations, especially the representation through the optimal stopping problem, may prove to be useful in this direction. Also these different characterizations enable us to provide a formal hedging strategy.

The starting point of our analysis is the dynamic programming equation of Cheridito, Soner, and Touzi (2003a). This equation is defined as the parabolic envelope of the first guess operator. Section 3 outlines the properties of this equation in the one-dimensional framework. This leads to a representation for the minimal super-replication value as the value function of a standard optimal control problem which is the final representation (1.4) in the above theorem. This characterization can be seen as the dual formulation of the problem along the lines of the literature on the super-replication problem under portfolio constraints (see Karatzas and Shreve 1998 and the references therein). Indeed, the control problem (1.4) is the supremum of conveniently penalized Black–Scholes values of the contingent claim $g(S(T))$. However, in contrast with the problem of portfolio constraints, the penalty in (1.4) is in the volatility parameter. This indicates that the duality result can not simply be proved through classical change of measure techniques.
In Section 5, we show that the stochastic representation simplifies considerably, by a separating the treatment of both sides of the constraints in the context of the Black–Scholes model. More precisely, once the payoff is modified or face-lifted, one can forget about the upper bound on the gamma, and work only to satisfy the lower bound on the gamma. This is the representation (1.3) in the main theorem. Given this simplified stochastic representation, we then show in Section 6 that the value of super-replication co-incides with the problem of optimal stopping the process \( \hat{g}(S(t)) - \frac{1}{2}\sigma^2 \Gamma'(T - t) \), where \( \hat{g} \) is the face-lifted payoff, and \( \Gamma' \) is the lower bound on the gamma. This is the representation (1.2) in the main theorem. The first representation (1.1) follows from the observation that the face-lifted payoff is the value function of an infinite horizon optimal stopping problem.

Section 7 is devoted to the description of the optimal hedging strategy. We show that it is optimal to buy-and-hold the risky asset inside the domain where the lower bound on gamma is violated by the value function, and to apply the Black–Scholes strategy otherwise. In the final section, we list representation results under a similar gamma constraint.

2. HEDGING UNDER GAMMA CONSTRAINTS
IN THE BLACK–SCHOLES MODEL

In this section, we formulate the problem of super-replication under upper and lower Gamma constraints, and recall the characterization of this problem in terms of the associated dynamic programming equation. This is essentially a reduction of the general framework of Cheridito, Soner, and Touzi (2003a) to the one-dimensional Black–Scholes model.

2.1. Model Formulation

The probabilistic structure of the model is the classical canonical filtered space of continuous functions equipped with the Wiener measure. The generic point \( \omega = \omega(.) \in \Omega \) of this space is a continuous function on \( \mathbb{R}^+ \) with \( \omega(0) = 0 \). We denote by \( F(t) \) the \( \sigma \)-algebra generated by the family \( \{ \omega(s), s \leq t \} \) augmented by all \( P \)-null sets of \( \Omega \). It is well known that \( F(t) = \cap_{\varepsilon > 0} F(t + \varepsilon) \).

This defines a filtered probability space \( (\Omega, F, \mathbb{F}, P) \) carrying a one-dimensional standard Brownian motion \( \{ W(t), 0 \leq t \leq T \} \), with \( F(t) \) the smallest filtration that contains the filtration generated by \( \{ W(t), t \geq 0 \} \) and satisfying the usual assumptions.

We consider a financial market which consists of a cash account and one risky asset. We take the cash account as numéraire and assume that the prices of the risky assets evolve according to the Black and Scholes model

\[
dS(r) = S(r) \sigma \, dW(r),
\]

where \( \sigma \) is a positive constant. We shall denote by \( S_{.,t}(.) \) the solution of this equation with initial data \( S(t) = s \), i.e.

\[
S_{.,t}(r) := s \exp \left[ -\frac{\sigma^2}{2}(r - t) + \sigma(W(r) - W(t)) \right]
\]

for \( (t, s) \in [0, T) \times \mathbb{R}^+ \).

Observe that the restriction of the price process \( S \) to a martingale does not induce any loss of generality. Indeed, we can reduce an initially drifted price process into a local martingale under an equivalent probability measure, by the usual Girsanov transformation. Since
our problem of interest, which will be defined in (2.7) in the subsequent Section 2.3, involves the reference measure only through the associated family of zero measure sets, the problem is not changed by moving from \( \mathcal{P} \) to any equivalent measure.

2.2. Trading Strategies and Gamma Constraints

Consider an economic agent that starts at time \( t \) with initial capital \( x \) and holds \( Y(r) \) shares of the risky asset \( S \) at time \( r \in [t, T] \). Assume that the stochastic integral \( \int_t^r Y(u) \, dS_t(u) \), \( r \in [t, T] \), exists and trading is done in a self-financing way. Then, the evolution of the economic agent’s wealth is given by

\[
X(r) = x + \int_t^r Y(u) \, dS_t(u) \quad \text{for} \quad r \in [t, T].
\]

To introduce constraints on the variations of investment strategies \( Y \), we require them to be of the form

\[
Y(r) = \sum_{n=0}^{N-1} y_n \mathbf{1}_{[\tau_n \leq r < \tau_{n+1}]} + \int_t^r \alpha(u) \, du + \int_t^r \gamma(u) \, dS_t(u),
\]

where \( y_0 \in \mathbb{R}, \{\tau_n\}_{n \geq 0} \) is a non-decreasing sequence of \( [t, T] \)-valued stopping times such that \( \mathcal{P} \)-almost surely, the random variable \( N := \inf\{n \in \mathbb{N} : \tau_n = T\} \) is almost surely bounded by a deterministic constant, and \( t = \tau_0 < \tau_1 < \tau_2 < \cdots < \tau_N = T \); for \( n \geq 1 \), \( y_n \) is a real-valued, \( \mathcal{F}_{\tau_n} \)-measurable bounded random variable; \( \alpha \) is a predictable process taking values in \( \mathbb{R} \); and \( \gamma \) is a real-valued stochastic process of the form

\[
\gamma(r) = \sum_{n=0}^{N-1} z_n \mathbf{1}_{[\tau_n \leq r < \tau_{n+1}]} + \int_t^r \gamma_1(u) \, du + \int_t^r \gamma_2(u) \, dW(u),
\]

where \( z_0 \in \mathbb{R}; \) for \( n \geq 1 \), \( z_n \) is an \( \mathcal{F}_{\tau_n} \)-measurable random variable; and \( \gamma_1 \) and \( \gamma_2 \) are predictable processes taking values in \( \mathbb{R} \). We assume that all above processes \( Y, \alpha, \gamma, \gamma_1, \gamma_2 \) at any time to be bounded by a polynomial function of the stock price at that time, i.e., we assume that there exists an integer \( k \geq 0 \) and a constant \( C \geq 0 \) so that for all \( r \in [t, T] \),

\[
|Y(r)| + |\alpha(r)| + |\gamma(r)| + |\gamma_1(r)| + |\gamma_2(r)| \leq C[1 + |S(r)|^k].
\]

It is also standard to impose a lower bound on the wealth process to exclude doubling strategies. However, we do not need this assumption in addition to previous technical conditions.

Under these assumptions, a trading strategy is determined by the control

\[
v := ((\tau_n, y_n)_{n \geq 0}, \alpha, \gamma).
\]

The set of admissible controls \( \mathcal{A}_{t,s,x} \) is the collection of all such controls which obey in addition to the following gamma constraint:

\[
-\Gamma \leq S_{t,s}(r)^2 \gamma(r) \leq \Gamma \quad \text{for all} \quad r \in [t, T],
\]

where \( -\Gamma < 0 < \Gamma \) are two given constants. The particular choice of this constraint is discussed below. Other type of similar constraints can also be handled by our techniques, yielding essentially the same results, see Section 8. By

\[
\{(X_{t,s,x}^v, Y_{t,s}^v)(r), t \leq r \leq T\}
\]
we denote the process defined by the dynamics (2.2) and (2.3), the initial condition \( X_{t,s,x}^v(t) = x \) and the control \( v \in \mathcal{A}_{t,s,x} \).

Discussion

1. By (2.3) the process \( \gamma \) corresponds to the variation of the \( Y \) process with respect to the stock price changes. Since \( Y \) is the number of stock holdings at a given time, it is dimensionless and therefore, the quantity \( S^2 \gamma \) has the units of the stock price. Also, as we will see, in terms of the price \( V \), \( \gamma \) is formally equal to \( V_{ss} \). This formal argument also leads to the same dimension analysis. Therefore, the constraint (2.5) is an attempt to control a quantity which has the units of money.

However, it may be desirable to bound dimensionless quantities. Indeed, in the portfolio constraint one controls the ratio, \( sV_s/V \), a dimensionless quantity. In this context, it may be better to bound either \( sV_{ss} \) or \( s^2V_{ss}/V \). These two quantities are controlled, respectively, by \( S_s,\gamma_s(r)X(r) \) and \( S_{ss,\gamma_s}(r)X(r)/X(r) \). The first constraint was studied in our first paper (Soner and Touzi 2000). We shall comment on the latter constraint in Section 8. The choice of the constraint (2.5) is mainly motivated by our desire to simplify the exposition.

2. The problem of hedging under upper gamma constraints was first introduced in Soner and Touzi (2000) under a slightly simpler formulation:

   (i) first, instead of defining the process \( \gamma \) by (2.4), it was taken directly as a control process,

   (ii) secondly, there were no jumps allowed in the definition of the process \( Y \).

These additional complications in the model have been introduced in Cheridito, Soner, and Touzi (2003a) in order to formulate general constraints on the gamma, i.e., upper and lower bounds in our one-dimensional model. The formulation of the process \( \gamma \) by (2.4) was needed in order to fit into the conditions of Theorem 3.5 in Cheridito, Soner, and Touzi (2003b) which describes the small time path behavior of double stochastic integrals. As for the jumps introduced in the definition of the process \( Y \), this relaxation was needed in order to state a dynamic programming principle.

2.3. Value Function

Throughout this paper, we shall consider a function \( g: \mathbb{R}_+ \rightarrow \mathbb{R} \), and we define the European contingent claim \( g(S_{t,s}(T)). \) We allow for a large class of such contingent claims by requiring the following mild condition on \( g \):

\[
(2.6) \quad g \text{ is non-negative, lower semi-continuous, and } \sup_{s \geq 0} g(s)/(1 + s) < \infty.
\]

The chief goal of this paper is to solve explicitly the super-replication problem of \( g \) under the gamma constraint (2.5), i.e.,

\[
(2.7) \quad V(t,s) := \inf \left\{ x \in \mathbb{R} : X_{t,s,x}^v(T) \geq g(S_{t,s}(T)) \text{ for some } v \in \mathcal{A}_{t,s,x} \right\},
\]

where we set \( \inf \emptyset := \infty \).
3. FACE LIFTING AND HJB CHARACTERIZATION

The associated dynamic programming equation was derived in Cheridito, Soner, and Touzi (2003a,b) in a more general multi-dimensional context. Here we report these results in one dimension (i.e., one underlying stock).

The minimal super-replication price $V$ is proved (c.f. Cheridito, Soner, and Touzi 2003a) to be the viscosity solution of the following equation,

$$
\hat{F}(V_t(s), s^2 V_{ss}(t, s)) = 0 \quad \text{on} \quad [0, T) \times \mathbb{R}_+,
$$

where

$$
\hat{F}(p, A) := \sup_{\beta \geq 0} F(p, A + \beta) \quad \text{and} \quad F(p, A) := \min \left\{ -p - \frac{1}{2} \sigma^2 A, \Gamma - A, \Gamma + A \right\}.
$$

The operator $\hat{F}$ is called the parabolic envelope of $F$, as it is shown in Cheridito, Soner, and Touzi (2003a) that $\hat{F}(p, A)$ is the smallest majorant of $F(p, A)$ which is non-increasing in the $A$ variable.

To formulate the final data in the gamma constrained problem, we define the face-lifted payoff function by

$$
\hat{g}(s) := h_{\text{conc}}(s) - \frac{\bar{\Gamma}}{\Gamma_1} \ln s \quad \text{where} \quad h(s) := g(s) + \frac{\bar{\Gamma}}{\Gamma_1} \ln s,
$$

and $h_{\text{conc}}$ denotes the concave envelope of $h$. The function $\hat{g}$ appears naturally as the smallest majorant of the payoff function $g$ such that $s \mapsto \hat{g}(s) + \frac{\bar{\Gamma}}{\Gamma_1} \ln s$ is concave, which is the weak formulation of the upper Gamma constraint $s^2 \hat{g}_{ss} \leq \frac{\bar{\Gamma}}{\Gamma_1}$. Observe that $\hat{g}$ is finite under the affine growth condition assumed in (2.6).

Before stating the main HJB characterization of the super-replication problem $V$ from Cheridito, Soner, and Touzi (2003a), we provide some examples which show that the face-lifted function $\hat{g}$ can be computed explicitly in all relevant examples.

**Example 3.1 (European call option).** Consider the case $g(s) := (K - s)^+$ for some $K > 0$. Then, we directly compute that

$$
\hat{g}(s) = \begin{cases} 
0; & s \leq s_0 \\
\frac{\Gamma}{\Gamma_1} \ln \left( \frac{s_0}{s} \right) + \frac{\Gamma}{\Gamma_1} \left( \frac{s_0}{s} - 1 \right); & s_0 \leq s \leq s_1 \\
s - K; & s \geq s_1,
\end{cases}
$$

where

$$
s_1 := \left( \frac{1}{s_0} - \frac{1}{\Gamma} \right)^{-1},
$$

and $s_0$ is defined by

$$
0 < s_0 < K \wedge \bar{\Gamma} \quad \text{and} \quad \ln \left( 1 - \frac{s_0}{\Gamma} \right) + \frac{K}{\bar{\Gamma}} = 0.
$$
EXAMPLE 3.2 (Digital option). Consider the case \( g(s) := 1_{s \geq K} \) for some \( K > 0 \). Then we directly compute that

\[
\hat{g}(s) = \begin{cases} 
0; & s \leq s_0 \\
\bar{\Gamma} \ln \left( \frac{s_0}{s} \right) + \bar{\Gamma} \frac{s_0 - s}{s_0}; & s_0 \leq s \leq 1 \\
1; & s \geq 1,
\end{cases}
\]

where \( s_0 \) is defined by

\[
0 < s_0 < K \text{ and } \ln \left( \frac{s_0}{K} \right) + \left( \frac{K}{s_0} - 1 \right) - \frac{1}{\bar{\Gamma}} = 0.
\]

By definition \( V(T, \cdot) = g \). However, it is wellknown that, in general, the presence of portfolio constraints implies that the value function is larger than the payoff function \( g \) when the time to maturity approaches zero. This was first proved by Broadie, Cvitanić, and Soner (1998). To make this statement precise, set

\[
(3.3) \quad \hat{V}(t, \cdot) := V(t, \cdot) \text{ for } t < T \text{ and } \hat{V}(T, \cdot) = \hat{g}.
\]

The following theorem states, in particular, that the final data achieved by the value function is indeed equal to \( \hat{g} \).

**THEOREM 3.1 (Cheridito, Soner, and Touzi 2003a).** Assume that \( g \) satisfies (2.6), and let \( \bar{\Gamma} \) be a finite given upper bound on the gamma process. Assume further that

\[
\text{either } \bar{\Gamma} < \infty \text{ or } h^{\text{conc}}(s) - s^\gamma \text{ is convex for some } \alpha > 0, \gamma > 1.
\]

Then, there exists a constant \( C > 0 \) such that

\[
(3.4) \quad \sup_{s \geq 0} |\hat{V}(t, s) - \hat{g}(s)| \leq C(T - t) \text{ for all } t \in [0, T],
\]

and \( \hat{V} \) is the unique viscosity solution to the equation (3.1) satisfying (3.4). In particular \( \hat{V} \) is continuous on \([0, T] \times \mathbb{R}_+\).

The uniqueness statement in Theorem 3.1 was obtained as a consequence of the following comparison result.

**PROPOSITION 3.1 (Cheridito, Soner, and Touzi 2003a).** Assume that \( g \) satisfies (2.6). Suppose that \( \bar{w} \) is an upper semi-continuous viscosity sub-solution of (3.1), and \( \tilde{w} \) is a lower semi-continuous viscosity super-solution of (3.1). Further, assume that there exists a constant \( C \) so that

\[
\bar{w}(t, s) \leq \hat{g}(s) + C(T - t) \quad \text{and} \quad \tilde{w}(t, s) \geq \hat{g}(s) - C(T - t)
\]

for all \((t, s) \in [0, T] \times \mathbb{R}_+\). Then,

\[
\bar{w} \leq \tilde{w} \text{ on } [0, T] \times \mathbb{R}_+.
\]

Observe that the statement of Proposition 3.1 holds for every \(-\infty \leq -\bar{\Gamma} < 0 < \bar{\Gamma} \leq \infty\).
EXAMPLE 3.3. (The case $\Gamma_c = \infty$). This case was considered in Soner and Touzi (2000) under a slightly different formulation of the upper bound constraint on the gamma process. When the control process $\gamma$ is only subject to an upper bound constraint, the operator $F$ is parabolic, and

$$\hat{F}(p, A) = F(p, A) = \min \left\{-\hat{v}, -\frac{1}{2}\sigma^2 s \hat{v}, \hat{v} - s \hat{v} \right\} = 0.$$ 

Under the condition

$$s \mapsto h^{conc}(s) - \alpha s^{\gamma}$$

is convex for some $\alpha > 0$, $\gamma > 1$,

it follows that

$$\hat{v}(t, s) = v(t, s) := \mathbb{E}[\hat{g}(S_{t,s}(T))], \text{ i.e.}$$

the value function of the super-replication problem under upper gamma constraint is given by the Black–Scholes price of the face-lifted payoff $\hat{g}$. To see this, observe that

$$v(t, s) + \hat{v} \ln s = \mathbb{E}[h^{conc}(S_{t,s}(T)) - \hat{v} \ln S_{t,s}(T)] + \hat{v} \ln s$$

$$= \mathbb{E}[h^{conc}(S_{t,s}(T))] - \frac{1}{2} \sigma^2(T - t).$$

By the concavity of $h^{conc}$ and the smoothness of $v$, this implies that $\hat{v} - s^2 v_{ss} \geq 0$. Since $-\hat{v} - \frac{1}{2} \sigma^2 s^2 v_{ss} = 0$, we deduce that $v$ is a classical solution of the PDE (3.1).

Under the condition (3.5), it is easily checked that $v(t, s) \geq \hat{g}(s) - C(T - t)$ for some constant $C$ independent of $(t, s)$. We then conclude that (3.6) holds by the uniqueness result of Proposition (3.1).

In the rest of this paper, we focus on the case where the lower bound $-\Gamma_c$ is finite. The first step is the following explicit characterization of the operator $\hat{F}(p, A) = 0$ which holds in the multidimensional models as well. Let

$$G(p, A) := \min \left\{-p - \frac{1}{2} \sigma^2 [(A + \Gamma)^+ - \Gamma], \hat{v} - A \right\}.$$ 

**Lemma 3.1.** For all $(p, A) \in \mathbb{R}^2$, we have $\hat{F}(p, A) \geq 0$ (respectively, $\leq 0$) if and only if $G(p, A) \geq 0$ (respectively, $\leq 0$).

**Proof.** It is sufficient to prove that $\hat{F}(p, A) \geq 0$ iff $G(p, A) \geq 0$.

1. Suppose that $\hat{F}(p, A) \geq 0$. Since $\lim_{\beta \to -\infty} \hat{F}(p, A + \beta) = -\infty$, there exists $\hat{\beta} \geq 0$ such that $0 \leq \hat{F}(p, A) = F(p, A + \hat{\beta})$. Then, we directly verify that $G(p, A + \hat{\beta}) \geq 0$. Since $G$ is non-increasing in the $A$ variable, this implies that $G(p, A) \geq 0$.

2. Conversely, assume that $G(p, A) \geq 0$, i.e.

$$\hat{v} - A \geq 0 \quad \text{and} \quad -p - \frac{1}{2} \sigma^2 [(A + \Gamma)^+ - \Gamma].$$

Set $\beta := (A + \Gamma)^+ - (A + \Gamma) \geq 0$ so that

$$\Gamma + A + \beta = (A + \Gamma)^+ \geq 0,$$

$$\Gamma - (A + \beta) = \Gamma + \hat{v} - (A + \Gamma)^+ = \min(\hat{v} + \Gamma, \hat{v} - A) \geq 0,$$
and

\[-p - \frac{1}{2} \sigma^2(A + \beta) = -p - \frac{1}{2} \sigma^2[(A + \Gamma)^+ - \Gamma] \geq 0.\]

Hence, \(F(p, A + \beta) \geq 0\), and therefore \(\hat{F}(p, A) \geq 0\).

\[\square\]

4. FORMAL PDE DERIVATION OF (1.3)

In this section, we give a short intuitive PDE derivation of (1.3). This discussion provides a concise foundation for the underlying connections and may prove to be useful in other contexts as well. However, although this discussion can be turned into a rigorous proof with little extra effort, we choose to give a rigorous proof based on a probabilistic stochastic control argument. This proof will be given in the next section and it may apply to a larger class of models.

By Theorem 3.1 and Lemma 3.1, it follows that the value function \(\hat{V}\) is the unique viscosity solution of the equation \(G(\hat{V}, s^2 \hat{V}_s) = 0\) on \([0, T] \times \mathbb{R}_+\) satisfying (3.4). In order to derive a stochastic representation for \(\hat{V}\), we observe that

\[G(p, A) = \inf_{0 \leq s \leq 1} \left\{ -p - \frac{1}{2} \sigma^2 A(1 - x) + \frac{1}{2} \sigma^2 \bar{\Gamma} - A \right\},\]

and

\[G(p, A) \geq 0 \Leftrightarrow \inf_{0 \leq s \leq 1, y \geq 0} \left\{ -p - \frac{1}{2} \sigma^2 A(1 - x + y) + \frac{1}{2} \sigma^2 \bar{\Gamma} \right\} \geq 0.\]

Let \(U\) be the value function defined on the right hand side of (1.3) and

\[\hat{U}(t, s) := \sup_{(x, y) \in \mathcal{X} \times \mathcal{Y}} \mathbb{E} \left[ \hat{g}(\hat{S}_{t,s}^x(y)(T)) - \frac{1}{2} \sigma^2 \int_t^T (\Gamma x(r) + \bar{\Gamma} y(r)) dr \right],\]

where \(\mathcal{Y}\) is the collection of all progressively adapted processes with values in \(\mathbb{R}_+\), and the controlled process \(\hat{S}_{t,s}^x\) is as in (1.5). Observe that \(U\) corresponds to the control problem \(\hat{U}\) with control process \(y\) identically equal to zero.

One can show by classical techniques that the function \(\hat{U}\) is a viscosity solution of the equation \(G(\hat{U}, s^2 \hat{U}_s) = 0\). Hence, by the uniqueness result Proposition 3.1 we deduce that \(\hat{V} = \hat{U}\). We will not provide a proof of this claim as it will not be used in the subsequent analysis. Instead we assume it is formally proved and proceed to show that \(\hat{U} = U\).

Since \(\hat{h}^\text{conc}(s) := \hat{g}(s) + \bar{\Gamma} \ln s\) is concave by the construction of \(\hat{g}\), we claim that the optimal choice for the control process \(y\) in the above optimization problem is \(y \equiv 0\). Indeed, for all fixed controls \((x, y) \in \mathcal{X} \times \mathcal{Y}\), we compute that

\[
\mathbb{E} \left[ \hat{g}(\hat{S}_{t,s}^x(T)) - \frac{1}{2} \sigma^2 \int_t^T (\Gamma x(r) + \bar{\Gamma} y(r)) dr \right]
\]

\[= \mathbb{E} \left[ \hat{h}^\text{conc}(\hat{S}_{t,s}^x(T)) - \bar{\Gamma} \ln \hat{S}_{t,s}^x(T) - \frac{1}{2} \sigma^2 \int_t^T (\Gamma x(r) + \bar{\Gamma} y(r)) dr \right]
\]

\[= \mathbb{E} \left[ \hat{h}^\text{conc}(\hat{S}_{t,s}^x(T)) - \frac{1}{2} \sigma^2(\Gamma + \bar{\Gamma}) \int_t^T x(r) dr \right] - \bar{\Gamma} \left[ \ln s + \frac{1}{2} \sigma^2 (T - t) \right],\]
so that for all control \( x \in \mathcal{X} \), we are reduced to the problem of partial maximization with respect to \( y \):

\[
\sup_{y \in \mathcal{Y}} \mathbb{E}[h^{\text{conc}}(\hat{S}_{t,s}^{x,y}(T))].
\]

By the scaling property of the Brownian motion, observe that

\[
\hat{S}_{t,s}^{x,y}(T) = d S_{t,s}(\theta^x + \theta^y) \quad \text{where} \quad \theta^x := t + \int_t^T (1 - x(r)) \, dr \quad \text{and} \quad \theta^y := \int_t^T y(r) \, dr,
\]

\( S = \hat{S}^{0,0} \) is the original Black–Scholes process, and \( = d \) denotes equality in distribution. Now, of course, \( \theta^x \) and \( \theta^x + \theta^y \) are not stopping times, but if they were and if the Doob optional sampling theorem applies, then it follows from the concavity of \( h^{\text{conc}} \) that:

\[
\mathbb{E}[h^{\text{conc}}(\hat{S}_{t,s}^{x,y}(T))] = \mathbb{E}\left[ \mathbb{E}[h^{\text{conc}}(S_{t,s}(\theta^x + \theta^y)) \mid \mathcal{F}_{\theta^y}] \right] \\
\leq \mathbb{E}[h^{\text{conc}}(S_{t,s}(\theta^y))] \\
= \mathbb{E}[h^{\text{conc}}(\hat{S}_{t,s}^{x,0}(T))],
\]

so that \( y = 0 \) is the optimal process for the above partial maximization problem and \( U = \hat{U} \).

The main ingredients in the above formal argument are the comparison result, which is standard in the PDE literature. The final step can be proved rigorously with extra care.

## 5. STOCHASTIC REPRESENTATION IN THE STANDARD FORM

The chief result of this section is

**Theorem 5.1.** Assume that \( g \) satisfies (2.6). Then the function \( \hat{V} \) defined in (3.3) has the stochastic representation in standard form

\[
\hat{V}(t, s) = U(t, s) := \sup_{x \in \mathcal{X}} \mathbb{E}\left[ \hat{g}(S_{t,s}^x(T)) - \frac{1}{2} \Gamma \sigma^2 \int_t^T x(r) \, dr \right],
\]

where the controlled process \( S_{t,s}^x \) is defined by

\[
S_{t,s}^x(t) = s \quad \text{and} \quad dS_{t,s}^x(r) = S_{t,s}^x(r) \sigma \sqrt{1 - x(r)} \, dW(r),
\]

and \( \mathcal{X} \) is the collection of all progressively measurable processes with values in \([0, 1]\).

We start the proof by obtaining the PDE characterization of \( U \).

**Lemma 5.1.** The function \( U \) is continuous and is the unique viscosity solution of the equation

\[
-U_t - \frac{1}{2} \sigma^2 [s^2 U_{ss} + \Gamma^2 - \Gamma] = 0 \quad \text{on} \quad [0, T) \times \mathbb{R}_+,
\]

satisfying (3.4).
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Proof.

1. Let \((t, s) \in [0, T) \times \mathbb{R}_+\) and \(\theta\) be a stopping time with values in \([t, s]\). Then, the classical dynamic programming principle states that

\[
U(t, s) = \sup_{x \in \mathcal{X}} \mathbb{E} \left[ U(\theta, S^*_\theta(\theta)) - \frac{1}{2} \sigma^2 \int_t^\theta x(r) \, dr \right],
\]

see, e.g., Fleming and Soner (1993).

2. Observe that

\[
\inf_{0 \leq x \leq 1} \left\{-p - \frac{1}{2} \sigma^2 A(1 - x) + \frac{1}{2} \Gamma \sigma^2 x \right\} = -p - \frac{1}{2} \sigma^2 \left[(A + \Gamma)^+ - \Gamma\right].
\]

Observe that \(U\) is locally bounded by Condition (2.6), and let \(U_*\) and \(U^*\) be, respectively, the lower and the upper semi-continuous envelopes of \(U\), i.e.,

\[
U_*(t, s) := \lim \inf_{(t', s') \rightarrow (t, s)} U(t', s') \quad \text{and} \quad U^*(t, s) := \lim \sup_{(t', s') \rightarrow (t, s)} U(t', s').
\]

Then, they are, respectively, viscosity super-solution and sub-solution of (5.1). This is proved by classical techniques as a consequence of the dynamic programming principle of Step 1, see, e.g., Fleming and Soner (1993). By Lemma 3.1, it follows that \(U_*\) and \(U^*\) are also, respectively, super-solution and sub-solution of the equation

\[
(5.2) \quad \sup_{\beta \geq 0} \min \left\{-U_t - \frac{1}{2} \sigma^2 [s^2 U_{ss} + \beta], \Gamma + s^2 U_{ss} + \beta \right\} = 0 \quad \text{on} \quad [0, T) \times \mathbb{R}_+.
\]

3. In this step, we prove that

\[
(5.3) \quad U_*(t, s) \geq \hat{g}(s) - \frac{1}{2} \sigma^2 \Gamma(T - t) \quad \text{for all} \quad (t, s) \in [0, T) \times \mathbb{R}_+.
\]

Indeed, since \(U_*\) is a viscosity super-solution of the equation (5.1), by Lemma 3.1,

\[
\sup_{\beta \geq 0} \min \left\{-U_*, -\frac{1}{2} \sigma^2 [s^2 U_{ss} + \beta], \Gamma + s^2 U_{ss} + \beta \right\} \geq 0
\]

in the viscosity sense. This implies that

\[
-(U_*)_t + \frac{1}{2} \sigma^2 \Gamma \geq 0 \quad \text{on} \quad [0, T) \times \mathbb{R}_+,
\]

in the viscosity sense. Therefore,

\[
U_*(t, s) - U_*(T, s) + \frac{1}{2} \sigma^2 \Gamma(T - t) \geq 0 \quad \text{for all} \quad (t, s) \in [0, T] \times \mathbb{R}_+.
\]

By a direct passage to the limit in the definition of \(U\) in the statement of the theorem, it follows from Fatou's lemma that

\[
U_*(T, s) \geq \hat{g}(s) \quad \text{for all} \quad s \in \mathbb{R}_+.
\]

We obtain (5.3) by combining the last two inequalities.

4. In this step, we prove that

\[
(5.4) \quad U(t, s) \leq \hat{g}(s) + \frac{1}{2} \Gamma \sigma^2 (T - t) \quad \text{for all} \quad (t, s) \in [0, T) \times \mathbb{R}_+.
\]
Recall that \( \hat{g}(s) = h^\text{conc}(s) - \bar{\Gamma} \ln s \), where \( h \) is given by (3.2), and \( h^\text{conc} \) is the concave envelope of \( h \). Since the control processes in \( \mathcal{X} \) are bounded, Jensen’s inequality yield

\[
U(t, s) = \sup_{x \in \mathcal{X}} \mathbb{E} \left[ h^\text{conc}(S_{t,x}^s(T)) - \bar{\Gamma} \ln S_{t,x}^s(T) - \frac{1}{2} \sigma^2 \Gamma \int_t^T x(r) \, dr \right]
\]
\[
= \frac{1}{2} \bar{\Gamma} \sigma^2 (T - t) - \bar{\Gamma} \ln s + \sup_{x \in \mathcal{X}} \mathbb{E} \left[ h^\text{conc}(S_{t,x}^s(T)) - \frac{1}{2} \sigma^2 (\bar{\Gamma} + \Gamma) \int_t^T x(r) \, dr \right]
\]
\[
\leq \frac{1}{2} \bar{\Gamma} \sigma^2 (T - t) + \hat{g}(s) + \sup_{x \in \mathcal{X}} \mathbb{E} \left[ -\frac{1}{2} \sigma^2 (\bar{\Gamma} + \Gamma) \int_t^T x(r) \, dr \right]
\]
\[
= \frac{1}{2} \bar{\Gamma} \sigma^2 (T - t) + \hat{g}(s).
\]

where the last equality follows from the fact that \( \Gamma + \bar{\Gamma} \geq 0 \), together with the definition of the set of control processes \( \mathcal{X} \).

5. Clearly \( U^* \) inherits the bound (5.4) from \( U \). Hence \( U \) is a viscosity super-solution of the equation (5.2) satisfying (5.3), and \( U^* \) is a viscosity sub-solution of the equation (5.2) satisfying (5.4), it follows from the comparison result of Theorem 3.1 that \( U \leq U^* \). Since the reverse inequality holds true by the definition of these functions, we conclude that \( U = U^* = U \). In particular, the function \( U \) is continuous and satisfies

\[
|U(t, s) - \hat{g}(s)| \leq \frac{1}{2} \sigma^2 (\Gamma \lor \bar{\Gamma})(T - t) \quad \text{for all} \quad (t, s) \in [t, T) \times \mathbb{R}_+.
\]

We are now in a position to prove the main result of this section which states that \( \hat{V} = U \).

Proof of Theorem 5.1. We first observe that \( \hat{V} \) is a viscosity super-solution of the equation (5.1). This follows from Theorem 3.1 together with Lemma 3.1. Since \( U \) is a viscosity solution of this equation and satisfies the growth condition (3.4), we deduce from the comparison result of Proposition 3.1 that \( U \leq \hat{V} \). In the remaining part of this proof, we show that the converse inequality holds.

1. We first prove that the function

\[
t \mapsto U(t, s) + \frac{1}{2} \bar{\Gamma} \sigma^2 t
\]

is non-decreasing for all \( s \in \mathbb{R}_+ \).

By the dynamic programming principle stated in Step 1 of the proof of Lemma 5.1,

\[
U(t, s) = \sup_{x \in \mathcal{X}} \mathbb{E} \left[ U(T - \eta, S_{t,x}^s(T - \eta)) - \frac{1}{2} \Gamma \sigma^2 \int_t^{T-\eta} x(r) \, dr \right]
\]
for all $0 < \eta < T - t$. For an arbitrary parameter $\varepsilon > 0$, let $\hat{x} \in \mathcal{X}$ be such that

$$U(t, s) \leq \varepsilon + \mathbb{E}\left[U\left(T - \eta, S_{t,s}^\hat{x}(T - \eta)\right) - \frac{1}{2}\Gamma \sigma^2 \int_t^{T-\eta} \hat{x}(r) \, dr\right].$$

By the inequality (5.4) which was derived in Step 4 of the proof of Lemma 5.1,

$$U(t, s) \leq \varepsilon + \frac{1}{2}\Gamma \sigma^2 \eta + \mathbb{E}\left[\hat{g}\left(S_{t,s}^\hat{x}(T - \eta)\right) - \frac{1}{2}\Gamma \sigma^2 \int_t^{T-\eta} \hat{x}(r) \, dr\right].$$

Since $\hat{x}$ is $\mathcal{F}$-progressively measurable, there is a measurable function $\phi$ such that

$$\hat{x}(r) := \phi(r - t; W_u, t \leq u \leq r) \quad \text{for} \quad t \leq r \leq T - \eta.$$ 

Set

$$\bar{x}(r) := \phi(r - t - \eta; W_u, t + \eta \leq u \leq r) \quad \text{for} \quad t + \eta \leq r \leq T,$$

and observe that

$$\int_t^{T-\eta} \hat{x}(r) \, dr =_{d} \int_t^{T} \bar{x}(r) \, dr \quad \text{and} \quad S_{t,s}^\bar{x}(T - \eta) =_{d} S_{t+\eta,s}^\bar{x}(T),$$

where $=_{d}$ denotes equality in distribution. We now rewrite the last inequality as

$$U(t, s) \leq \varepsilon + \frac{1}{2}\Gamma \sigma^2 \eta + \mathbb{E}\left[\hat{g}\left(S_{t+\eta,s}^\bar{x}(T)\right) - \frac{1}{2}\Gamma \sigma^2 \int_{t+\eta}^{T} \bar{x}(r) \, dr\right]$$

$$\leq \varepsilon + \frac{1}{2}\Gamma \sigma^2 \eta + U(t + \eta, s).$$

2. By Lemma 5.1,

$$-U_t - \frac{1}{2}\sigma^2 s^2 U_{ss} \geq -U_t - \frac{1}{2}\sigma^2 \left[(s^2 U_{ss} + \Gamma)^+ - \Gamma\right] = 0$$

in the viscosity sense. From the first step of this proof, it follows that $U_t + \frac{1}{2}\bar{\Gamma} \sigma^2 \geq 0$ in the viscosity sense. Therefore,

$$\bar{\Gamma} - s^2 U_{ss} \geq 0 \quad \text{on} \quad [0, T) \times \mathbb{R}_+ \quad \text{in the viscosity sense.}$$

This in turns implies that the function $U$ is a super-solution of the equation $G(U_t, s^2 U_{ss}) \geq 0$, or equivalently by Lemma 3.1,

$$\hat{F}(U_t, s^2 U_{ss}) \geq 0 \quad \text{on} \quad [0, T) \times \mathbb{R}_+ \quad \text{in the viscosity sense.}$$

Since $U$ satisfies the growth condition (3.4), we deduce from the comparison result of Proposition 3.1 that $U \geq \hat{V}$. This completes the proof of the theorem.

\[ \square \]

6. OPTIMAL STOPPING THE FACE-LIFTED PAYOFF

In this section, we provide an alternative representation of the super-replication value $\hat{V}$ in terms of an optimal stopping problem. The intuition behind this connection is that, for every $x \in \mathcal{X}$,

$$\mathbb{E}\left[\hat{g}\left(S_{t,s}^x(T)\right) - \frac{1}{2}\Gamma \sigma^2 \int_t^{T} x(r) \, dr\right] = \mathbb{E}\left[\hat{g}\left(S_{t,s}^x(\theta^\circ)\right) - \frac{1}{2}\Gamma \sigma^2 \left[(T - t) - (\theta^\circ - t)\right]\right],$$
where \( S_{t,s} = S_{t,s}^0 \) is the underlying asset price process, and \( \theta^x \) is the \([t, T]\)—valued random variable defined by
\[
\theta^x := t + \int_t^T x(r) \, dr.
\]

The following result completes the proof of Theorem 1.1.

**Theorem 6.1.** Assume that \( g \) satisfies (2.6). Then the function \( \hat{V} \) defined in (3.3) has the stochastic representation in standard form
\[
\hat{V}(t, s) = \sup_{\theta \in \mathcal{T}_t^T} \mathbb{E} \left[ \hat{g}(S_{t,s}(\theta)) - \frac{1}{2} \sigma^2 \Gamma(T - \theta) \right]
\]
where \( \mathcal{T}_t^T \) is the collection of all \( \mathbb{F} \)-stopping times with values in \([t, T]\).

**Proof.** Let
\[
w(t, s) := \sup_{\theta \in \mathcal{T}_t} \mathbb{E} \left[ \hat{g}(S_{t,s}(\theta)) + \frac{1}{2} \sigma^2 \Gamma(t - t) \right] \quad \text{and} \quad \hat{w}(t, s) := w(t, s) - \frac{1}{2} \sigma^2 \Gamma(t - t).
\]

1. For every stopping time \( \theta \) in \( T_t^T \), the process \( \{x(r) := 1_{r \geq \theta}, t \leq r \leq T\} \) is in the family of controls \( \mathcal{X} \). It then follows from the time change formula that
\[
-\frac{1}{2} \sigma^2 \Gamma(T - t) + \mathbb{E} \left[ \hat{g}(S_{t,s}(\theta)) - \frac{1}{2} \sigma^2 \Gamma(t - t) \right]
\]
\[
= \mathbb{E} \left[ \hat{g}(S_{t,s}(\Gamma(T))) - \frac{1}{2} \sigma^2 \int_t^T x(r) \, dr \right],
\]
see, e.g., Karatzas and Shreve (1991). Hence, \( \hat{w} \geq \hat{V} \).

2. We now prove the converse inequality
\[
(6.1) \quad \hat{V} \geq \hat{w}.
\]

By classical techniques, see, e.g., Lions (1983), it follows that \( w \) is a viscosity solution of the free boundary problem
\[
\min \left\{ -w_i - \frac{1}{2} \sigma^2 s w_{ss} + \frac{1}{2} \sigma^2 \Gamma, w - \hat{g} \right\} = 0, \quad \text{on} \quad [0, T) \times \mathbb{R}_+.
\]
Then, the function \( \hat{w} \) is a viscosity solution of the free boundary problem
\[
(6.2) \quad \min \left\{ -\hat{w}_i - \frac{1}{2} \sigma^2 s \hat{w}_{ss} + \hat{w} - \hat{g} + \frac{1}{2} \sigma^2 \Gamma(T - t) \right\} = 0, \quad \text{on} \quad [0, T) \times \mathbb{R}_+.
\]
This equation satisfies a comparison result for semi-continuous functions with linear growth in \( s \). We next observe that
\[
-\hat{V}_i - \frac{1}{2} \sigma^2 s^2 \hat{V}_{ss} \geq -\hat{V}_i - \frac{1}{2} \sigma^2 \left[ (s^2 \hat{V}_{ss} + \Gamma)^+ - \Gamma \right] = 0
\]
in the viscosity sense. In view of (5.3), this shows that \( \hat{V} \) is a viscosity super-
solution of (6.2). Then, since \( \hat{V}(T, \cdot) = \hat{w}(T, \cdot) \), \( \hat{V} \) satisfies (3.4) and \( \hat{g} \) satisfies
(2.6), the required inequality (6.1) follows from the comparison result.

3. It is well-known that the concave envelope of a function can be represented as
the value function of an infinite horizon optimal stopping problem:
\[
    h_{\text{conc}}(s) = \sup_{\tau \in T_{T_0}^\infty} \mathbb{E}[h(S_0, s(\tau))].
\]

We combine this with the already proved result that \( \hat{V} = \hat{w} \). The result is
\[
    \hat{V}(t, s) = \sup_{\theta \in T_{t_0}^{T_0}, \tau \in T_{T_0}^\infty} \mathbb{E} \left[ g(S_{t_0, s}(\tau)) - \frac{1}{2} \sigma^2 (\Gamma(\tau - \theta) + \Gamma(T - \theta)) \right]. \quad \Box
\]

**Remark 6.1.** For future reference, we claim the following implication from
Theorem 6.1:
\[
    (6.3) \quad \hat{V}(t, s) = \hat{g}(s) - \frac{1}{2} \sigma^2 \Gamma(T - t) \quad \text{whenever} \quad s^2 \hat{V}_{ss}(t, s) < -\Gamma.
\]

This property is crucially important for the description of the hedging strategy. To prove
(6.3), we recall that, by Lemma 3.1, \( -\hat{V}_t - \frac{1}{2} \sigma^2 (s^2 \hat{V}_{ss} + \Gamma) = 0 \). Now assume
that \( s^2 \hat{V}_{ss}(t, s) < -\Gamma \). Then \( -\hat{V}_t - \frac{1}{2} \sigma^2 s^2 \hat{V}_{ss} > 0 \). This implies (6.3), since \( \hat{V} \) satisfies the
free boundary problem (6.2) by Theorem 6.1.

7. **Formal Hedging Strategy under Gamma Constraints**

In this section, we describe a formal optimal hedging strategy which satisfies the gamma
constraint.

The subsequent analysis will be restricted to a formal discussion because in our dis-
cussion we will ignore some of the admissibility restrictions and assume some technical
assumptions concerning the inflexion points of the value function.

7.1. Reduction to a Single Non-negativity Constraint on Gamma

Our previous results show that the upper bound \( \Gamma \) on the gamma process is easily
treated by face-lifting the payoff, i.e., passing from \( g \) to \( \hat{g} \). Indeed, it follows from Theorem
5.1 that our super-replication problem reduces to the problem of hedging the face-lifted
contingent claim with no upper bound on the gamma process. Then, the only non-trivial
hedging problem is related to the presence of the lower bound \( \Gamma \) on the gamma process.
In the rest of this section, we shall assume without loss of generality that \( \Gamma = \infty \).

We next show that, without loss of generality, we can reduce the problem to the case
of a zero lower bound on the gamma process. To see this, let us decompose the payoff
function \( g \) into
\[
    g(s) = \hat{g}(s) + \ell(s) \quad \text{where} \quad \ell(s) := \Gamma \ln s.
\]

Observe that the super-replication cost of the contingent claim \( \ell(S_T) \) under the lower
gamma constraint \( \Gamma \) is simply given by the Black–Scholes value
\[
    \hat{V}(t, s) := \mathbb{E}[\Gamma \ln S_{t_0, s}(T)] = \Gamma \left( \ln s - \frac{1}{2} \sigma^2 (T - t) \right).
\]
This follows from the fact that the associated Black–Scholes strategy satisfies the lower bound on the gamma, as \( s^2 vss(t, s) = -\Gamma \). Notice however that the BV process appearing in the dynamics of the portfolio process is given by
\[
\bar{a}(r) = \frac{1}{2} \sigma^2 \frac{\Gamma}{S(r)}.
\]
Although this process does not satisfy the admissibility conditions of Section 2, this technical difficulty can easily be circumvented by a convenient approximation.

Next, suppose that \((\tilde{y}, \tilde{A}, \tilde{\gamma})\) is a hedging strategy of the contingent claim \( \tilde{g}(S_T) \) with zero lower bound on the gamma process. Then clearly, the aggregate strategy \((\tilde{y} + \tilde{y}, \tilde{A} + \tilde{A}, \tilde{\gamma} + \tilde{\gamma})\) is a hedging strategy for the contingent claim \( g(S_T) \) with lower bound \( \Gamma \) on the gamma process. Conversely, given a hedging strategy of \( g(S_T) \) which satisfies the lower bound \( \Gamma \) on the gamma process, it is possible to decompose it as above. In view of this, we shall assume in the rest of this section that \( \Gamma = 0 \) without loss of generality.

7.2. Hedging under a Non-negativity Constraint on the Gamma

We now concentrate on the reduced problem of hedging some contingent claim \( g(S(T)) \) with bounds on the gamma process given by
\[ \bar{\Gamma} = +\infty \text{ and } \Gamma = 0. \]
In this case, the dynamic programming equation is
\[
-\hat{V}_t - \frac{1}{2} \sigma^2 s^2 (\hat{V}_{ss}) = 0.
\]
Formally the hedging strategy is simple. Let
\[
\mathcal{C} := \{(t, s) \in [0, T) \times (0, \infty) : \hat{V} \text{ is locally convex at } (t, s)\},
\]
so that on \( \mathcal{C} \), \( V \) solves the Black–Scholes PDE and therefore, is smooth. (A precise definition of \( \mathcal{C} \) is given in (7.3) below.) On this region, we follow the Black–Scholes hedge, i.e., on \( \mathcal{C} \) we take
\[
Y(r) = \hat{V}_s(r, S(r)).
\]
This is achieved by taking
\[
\alpha(r) = \mathcal{L} \hat{V}_s(r, S(r)), \quad \text{and} \quad \gamma(r) = \hat{V}_{ss}(r, S(r)).
\]
Outside \( \mathcal{C} \), we follow a buy and hold strategy. Indeed, if \( (t, s) \notin \mathcal{C} \), let
\[
j_0 = \hat{V}_s(t, s),
\]
and choose \( \alpha \equiv \gamma \equiv 0 \), i.e., we take \( Y(r) \equiv j_0 \). We follow, this strategy until the first stopping time
\[
\theta(t) := T \wedge \inf\{r > t : \hat{V}(r, S(r)) > X(r)\}.
\]
Note that for \( r \in [t, \theta) \), \( Y \equiv j_0 = \hat{V}_s(t, s) \) and
\[
X(r) = \hat{V}(t, s) + j_0 [S(r) - s] = \hat{V}(t, s) + \hat{V}_s(t, s) [S(r) - s].
\]
Recalling from Remark 6.1 that \( \hat{V} = g \) outside \( \mathcal{C} \), we see that
\[
X(r) = g(s) + \hat{g}_s(s)[S(r) - s] \\
\geq g(S(r)) \\
= \hat{V}(r, S(r)) \text{ whenever } (u, S(u)) \notin \mathcal{C} \text{ for all } u \in [t, r),
\]
where the inequality follows from the concavity of \( \hat{V} = g \) outside \( \mathcal{C} \). Hence, we expect \( \hat{V} \)
to satisfy \( \hat{V}(r, S(r)) \leq X(r) \) as long as \( (r, S(r)) \) stay outside of \( \mathcal{C} \) and possibly longer.

Clearly, when the above hedging strategy exists it satisfies the lower gamma bound. On the region of convexity \( \mathcal{C} \), \( \hat{V}_s \) is non-negative and outside the \( \mathcal{C} \) the buy and hold strategy has zero gamma. Jump part of the portfolio \( Y \) is needed when we switch between the buy and hold strategy and the Black–Scholes hedge.

At the end of the section, we prove a verification type result, Theorem 7.1. However, before the theorem we give the following simple example to illustrate the construction.

**EXAMPLE 7.1.** Consider the payoff \( g \) with the properties that
\[
g(s) = 1, \text{ for } s \geq 1, \quad g(0) = 0, \quad g \text{ is non-decreasing and convex on } [0, 1].
\]

We claim that the minimal super-replicating price \( \hat{V} \) with the above claim and \( \Gamma > 0 \), \( \bar{\Gamma} = \infty \), satisfies
\[
\hat{V}(t, s) = 1, \text{ for } s \geq 1, \quad \hat{V}(t, 0) = 0, \quad \hat{V}(t, \cdot) \text{ is non-decreasing and convex on } [0, 1],
\]
and on \([0, 1] \), \( \hat{V} \) is the unique solution of
\[
-\hat{V}_r - \frac{1}{2} \sigma^2 s^2 \hat{V}_{ss} = 0, \quad s \in (0, 1),
\]

Together with the boundary conditions
\[
\hat{V}(t, 0) = 0, \quad \hat{V}(t, 1) = 1, \quad \hat{V}(T, s) = g(s).
\]

Indeed, we directly check that \( \hat{V} \) defined as above is a viscosity solution of the dynamic programming equation (7.1) on the whole domain. Therefore, it is the minimal super-replication price. Notice that at the point \( s = 1 \), one needs to use the theory of viscosity solutions as the function \( V \) is not differentiable at that point.

The hedging strategy is constructed as follows. For \( s \geq 1 \), we place one dollar in the bond. Then, \( X(T) = 1 \geq g(S(T)) \). For \( s \leq 1 \), we use the Black–Scholes hedge until \( S(t) = 1 \). Afterwards, we set \( Y \equiv 0 \). Precisely, let \( \theta \geq 0 \) be the time at which the stock price is greater than one, i.e., \( S_{s,t}(\theta) \geq 1 \). Then,
\[
Y(r) = \begin{cases} 
\hat{V}_s(r, S_{s,t}(r)), & r \in [0, \theta], \\
0, & r \geq \theta.
\end{cases}
\]

The above portfolio process satisfies the non-negative gamma constraint. Indeed, on \([0, \theta] \), \( \gamma(r) = \hat{V}_{ss}(r, S_{s,t}(r)) \geq 0 \) and on \( r \geq \theta \), \( \gamma(r) = 0 \). Notice that, at \( r = \theta \), \( Y \) may experience a jump, which is allowed in the model. However, the process \( \gamma \) is not of the form (2.4) so that it is not admissible in the strict sense of Section 2.

Finally, we remark on the formal connection between \( V_s \) and \( \gamma \). Formally, if one expects that these two quantities are equal, then the constraint \( \gamma \geq -\bar{\Gamma} \) translates to a differential
Then, $\hat{C}$ initial wealth $\hat{\tau}$. For $r$ $\tau$, By the definition of $\nu$ and $\tau$. Now by induction, we conclude that $\hat{\nu}$ is super-replicating.

Our next result is an analogue of the classical verification theorem in the optimal control theory. Set

$$(7.3) \quad \mathcal{C}[\hat{V}] := \left\{ (t, s) : \lim_{h \to 0} \frac{\hat{V}(t', s' + h) + \hat{V}(t', s' - h) - 2\hat{V}(t', s')}{{h}^2} > 0 \right\}.$$  

Then, $\mathcal{C}[\hat{V}]$ is an open set and it is the precise definition of the set $\mathcal{C}$ introduced earlier in (7.2). We conclude this section by some remarks.

THEOREM 7.1 (Verification). Suppose that there exists an admissible control $\hat{v} = ((\hat{v}_n, \hat{\nu}_n))_{n \geq 0}, \hat{\nu}, \hat{\nu}$ satisfying $\tau = t$, 

$$(\tau_{2n+1} = T \land \inf \{r \geq \tau_{2n} : (r, S_t, r) \notin \mathcal{C}[\hat{V}] \}, \quad n \geq 0,$$

$$(\tau_{2n} = T \land \inf \{r \geq \tau_{2n-1} : \hat{V}(r, S_{t, r})(\tau_{2n-1}) \} > \hat{Y}(\tau_{2n-1})[S_{t, r}(r) - S_{t, r}(\tau_{2n-1})], \quad n \geq 1,$$

$$Y(r) = \hat{Y}(r, S_{t, r}(r)), \quad r \in [\tau_{2n}, \tau_{2n+1}), \quad n \geq 0,$$

$$Y(r) = Y(\tau_{2n-1}, S_{t, r}(\tau_{2n-1})), \quad r \in [\tau_{2n-1}, \tau_{2n}), \quad n \geq 1.$$  

Then, $\hat{v}$ is super-replicating.

Proof. Let $\hat{X}$ be the wealth process corresponding to the investment strategy $\hat{v}$ with initial wealth $\hat{X}(t) = \hat{V}(t, s)$. Suppose that we have proved that $\hat{X}(\tau_{2n}) = \hat{V}(\tau_{2n}, S_{t, r}(\tau_{2n}))$ for some $n \geq 0$. Then, on $[\tau_{2n}, \tau_{2n+1})$ the process $(r, S_{t, r}(r)) \in \mathcal{C}[\hat{V}]$ and $Y(r) = \hat{Y}(r, S_{t, r}(r))$. Since $\hat{V}$ satisfies (7.4), a standard application of Itô’s rule yields $\hat{X}(\tau_{2n+1}) = \hat{V}(\tau_{2n+1}, S_{t, r}(\tau_{2n+1}))$. For $r \in [\tau_{2n+1}, \tau_{2n+2})$, 

$$Y(r) = Y(\tau_{2n+1}).$$  

Hence, 

$$\hat{X}(r) = \hat{V}(\tau_{2n+1}, S_{t, r}(\tau_{2n+1})) + Y(\tau_{2n+1})[S_{t, r}(r) - S_{t, r}(\tau_{2n+1})].$$

By the definition of $\tau_{2n+2}$, we immediately conclude that $\hat{X}(\tau_{2n+2}) = \hat{V}(\tau_{2n+2}, S_{t, r}(\tau_{2n+2}))$ on $\{\tau_{2n+2} < T\}$, and $\hat{X}(\tau_{2n+2}) \geq \hat{V}(\tau_{2n+2}, S_{t, r}(\tau_{2n+2}))$ on $\{\tau_{2n+2} = T\}$.

Now by induction, we conclude that $\hat{v}$ is super-replicating. We conclude this section by some remarks.
REMARK 7.1. The conditions in the statement of the above theorem, give the construction of \( Y \). We only need to describe the choice of \( Y(\tau_{2n+1}) \) for all \( n = 1, 2, \ldots \). Once this choice is made, on \([\tau_{2n}, \tau_{2n+1}]\) the process \((r, S_{t,s}(r)) \in C[\hat{V}]\) and \( Y(r) = \hat{V}_s(r, S_{t,s}(r)) \).

This means that we have to choose
\[
\alpha(r) = \mathcal{L}\hat{V}_s(r, S_{t,s}(r)) = \hat{V}_s(r, S_{t,s}(r)) + \frac{1}{2}\sigma^2 S_{t,s}(r)^2 \hat{V}_{ss}(r, S_{t,s}(r))
\]
\[
\gamma(r) = \hat{V}_{ss}(r, S_{t,s}(r)).
\]

By standard parabolic regularity, \( \hat{V} \) is smooth on \( C[\hat{V}] \). Hence, at least locally, \( \alpha \) and \( \gamma \) are well defined.

Moreover, on \([\tau_{2n+1}, \tau_{2n+2}]\) we take \( \alpha \equiv \gamma \equiv 0 \).

Provided that the stopping times do not accumulate, this construction will always yield a strategy which satisfies the gamma constraint (2.5). Other obstacles in ensuring the admissibility of this control are of technical nature.

The choice of \( Y(\tau_{2n+1}) \) is crucial in order to make sure that the resulting strategy is defined and is also admissible. The chief difficulty is to ensure that the stopping times do not accumulate. Recall that the stopping time \( \tau_{2n+1} \) is the exit time from \( C[\hat{V}] \). In all the examples, we see that at the boundary of the region of convexity \( C[\hat{V}] \), \( \hat{V}_s \) has a concave jump discontinuity. Or equivalently, at any \((t, s)\) at the boundary of \( C[\hat{V}] \), there is \( p \in \mathbb{R} \) in the sub-differential of \( V \) so that
\[
\hat{V}(t, s') \leq \hat{V}(t, s) + p(s' - s)
\]
for all \( s' \) close to \( s \). If there are \( p \)'s satisfying the above inequality, we choose \( Y(\tau_{2n+1}) \) to be an interior point of all such \( p \)'s.

REMARK 7.2. In general, the investment strategy outlined in this section may not be feasible to implement as the stopping times defined may accumulate. It may not even be possible to prove the optimality or the existence of the formal optimal strategy in the general set-up. This difficulty is in analogy with the construction of optimal feedback strategies in standard optimal control. There the formal optimal feedback control is given as the maximizing control in the dynamic programming equation. It is well known that, although in general it is not possible to prove the optimality or the existence of this feedback policy, in many applications it has been used successfully.

8. A NORMALIZED GAMMA CONSTRAINT

In this section, we briefly look at the problem obtained by replacing the constraint (2.5) by
\[
-G X(r) \leq S_{t,s}(r) \gamma(r) \leq \bar{G} X(r) \quad \text{for all } r \in [t, T],
\]
where \( X \) is the wealth process defined in (2.2). As discussed earlier, since \( \gamma \) formally corresponds to \( V_{ss} \) and \( X \) to \( V \), the above constraint is an attempt to control the ratio \( s^2 V_{ss}/V \). Moreover, a dimension analysis indicate that the ratio is dimensionless and therefore, it is a more natural quantity to control.

An analysis almost identical to the one given in the constraint (2.5) yields the following representation results for the value function with this new constraint (8.1).
THEOREM 8.1. Let $V$ be the value function with the constraint (8.1). Suppose that $g$ satisfies (2.6), and define

$$
\hat{g}(s) := \sup_{\tau \in T^\infty} \mathbb{E} \left[ e^{-\frac{1}{2} \sigma^2 \Gamma_1 \hat{\tau}} g(S_{\tau, s}(\tau)) \right].
$$

Then, for all $t < T$,

$$
V(t, s) = \sup_{\theta \in T^T, \tau \in T^\infty} \mathbb{E} \left[ e^{-\frac{1}{2} \sigma^2 (\Gamma(T-\theta) + \Gamma(T-\theta)} g(S_{\tau, s}(\tau)) \right]
$$

$$
= \sup_{\theta \in T^T} \mathbb{E} \left[ e^{-\frac{1}{2} \sigma^2 \Gamma(T-\theta)} \hat{g}(S_{\tau, s}(\tau)) \right]
$$

$$
= \sup_{x \in X} \mathbb{E} \left[ e^{-\frac{1}{2} \sigma^2 \int_t^T x(r) dr} \hat{g}(S_{\tau, s}(T)) \right]
$$

$$
= \sup_{(x, y) \in X \times Y} \mathbb{E} \left[ e^{-\frac{1}{2} \sigma^2 \int_t^T (x(r) + y(r)) dr} \hat{g}(S_{\tau, s}(T)) \right].
$$
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