Downloaded 11/01/16 to 129.132.146.67. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

SIAM J. FINANCIAL MATH. (©) 2016 Society for Industrial and Applied Mathematics
Vol. 7, pp. 508-551

Hedging Under an Expected Loss Constraint with Small Transaction Costs*

Bruno Bouchard!, Ludovic Moreau*, and H. Mete Soner®

Abstract. We consider the problem of option hedging in a market with proportional transaction costs. Since
super-replication is very costly in such markets, we replace perfect hedging with an expected loss
constraint. Asymptotic analysis for small transaction costs is used to obtain a tractable model. A
general expansion theory is developed using the dynamic programming approach. Explicit formulae
are obtained in the special cases of exponential and power utility functions. As a corollary, we
retrieve the asymptotics for the exponential utility indifference price.
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1. Introduction. As is well known, in a complete market with no frictions, every contin-
gent claim can be replicated by continuous trading of the underlying asset. These replicat-
ing strategies, however, typically yield portfolio processes that are of unbounded variations.
Hence, any size transaction cost renders this portfolio to have an infinite trading cost. Indeed,
it has been shown that, generically, the cheapest super-replicating portolio is the simple buy
and hold strategy leading to a prohibitive cost [50, 42, 15, 19, 23, 37, 40, 41].

Theoretically almost sure replication is an appealing concept which has been extensively
studied in the literature. First, it provides the initial building block for the utility maximiza-
tion problems by providing the exact description of the wealth processes that enter into the
maximization. Also, it provides complete risk aversion agreeing with all other approaches and
in incomplete markets it yields the pricing intervals. When this interval is tight, it can also
have practical uses. However, since this is not the case in markets with transaction costs, one
has to consider instead expected loss criteria related to the risk attitude of the investors.

In the frictionless Black—Scholes market Follmer and Leukert [27, 28] studied the quantile
and expected shortfall by exploiting the deep connection to the Neyman—Pearson lemma,
which applies to general complete markets. A more general approach for Markovian settings
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was then developed in [12, 9, 44, 13] for diverse markets including jumps and several loss
criteria. A particular application of this approach is the utility indifference as introduced by
Hodges and Neuberger [34] in which the hedging constraint is given through the maximum
utility that one may achieve without the liability. However, in the general formulation of
hedging with expected loss, one can place more than one constraint [16] and consider markets
with general dynamics as well as frictions.

In this paper, we follow the problem formulation of [12] and develop a coherent asymptotic
theory for hedging problems under an expected loss criterion, when the transaction cost is
small. Asymptotic analysis allows for more tractable formulae. Our methodology is robust
enough to treat models with general dynamics and many loss criteria. For modeling the finan-
cial market, we follow the seminal papers [43, 17] and the rigorous mathematical approaches
of [22, 24, 49]. For further information on utility maximization under transaction costs, we
refer the reader to the book [38] and the references therein.

On the technical side, we build upon the similar theory that was developed in the case
of the classical utility maximization. For this problem, an extensive theory is now available
starting with the appendix of [49]. There are now many rigorous results [1, 3, 6, 7, 32, 35, 45,
48, 53] as well as interesting formal derivations [2, 33, 54]. The partial differential equation
(PDE) technique that we use has its origins in a recent paper [53]. It is based on the theory
of the viscosity approach to homogenization of Evans [26]. This methodology allows for a
flexible asymptotic theory that applies to markets with multiple assets [48], fixed transaction
costs [1], and market impact in factor models [45]. A related asymptotic analysis is carried out
for stochastic volatility models with different time scales [30, 31] and for utility maximization
asymptotics [29]. They also use viscosity solution tools, but their methodology is different.

The asymptotic expansion is derived directly using the PDE characterization of the ex-
pected loss based price. This equation follows from the stochastic target formulation with
controlled expected loss as in [12]. In the frictionless case, the problem described in subsec-
tion 2.2 is

7(t,s,p) := inf {z cR:E [\I/ (Z%S’Z’ﬂ — g(S%s)ﬂ > p for some ¥ € U(t, s, z)} ,

where W is the given expected loss function, p is the given desired threshold, ¢ is option
payoff, U(t, s, z) is the set of admissible controls, and the process Zt5%Y is the value of the
portfolio with initial stock value s, initial wealth value z, and control process ¥. The diffusion
type dynamics of Z%%? and the exact description of the admissible class U (t,s,z) are given
in section 2 below. Then, with the help of the martingale representation, [12] converts this
problem into a standard stochastic target problem introduced in [51, 52]. The model with
transaction costs is introduced in section 2.1 and the corresponding dynamic programming
equation is a quasi-variational inequality (2.7).

The main result of the paper, outlined in section 3, is the asymptotic expansion (3.1).
It is proved under the hypothesis of Theorem 3.7 and states that the loss due to frictions
is proportional to the 2/3 power of the proportional transaction cost and the coefficient of
the first term in the expansion is characterized. Although our result is proved for a single
risk criteria, it can be generalized to the multicriteria case by exactly following the steps of
[16]. This extension naturally increases the dimension of the corresponding PDE but does not
introduce any additional technical difficulties.
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In the case of exponential and power utility functions, ¥, explicit formulae are available.
We collect them in section 4. In section 7, we also explain how to construct almost optimal
strategies.

In particular, if one chooses the threshold p to be the value function of the same utility
maximization problem with transaction costs but without any liability, one recovers the utility
indifference price and its asymptotics. In this context this price was first studied by [21]. In the
case of an exponential utility, they obtained the price as the difference of two functions. These
functions are related to the maximum utility of two similar problems whose solutions are de-
scribed through a nonlinear parabolic equation with gradient constraints. Related asymptotic
formulae were formally derived in [54] and only recently were proved rigorously by Bichuch
in [5]. Later [46] used an approach similar to ours for this problem. As discussed above, the
problem we study is equivalent to hedging the option not perfectly but with a prescribed ex-
pected loss. As a consequence, our results described in section 4 yield the asymptotic formula
of [5].

The paper is organized as follows. The next section describes the model and its frictionless
counterpart. In section 3, we state the main theorem and our assumptions. We illustrate this
result in the cases of exponential and power utilities in section 4. Section 5 is devoted to the
proof of the main theorem and section 7 verifies the assumptions in the examples. In section
6, we prove several technical estimates.

Notation. Given O C R* and a smooth function ¢ : (¢,z',...,2%) € [0,T] x O — R, we
write ; and (,: for the partial derivatives with respect to ¢ and z°. Second order derivatives
are denoted by ¢,i,;, and so on. We use the notation Dy and D%y to denote the gradient and
the Hessian matrix with respect to the space component (z',...,z%). If we want to define
them with respect to a subfamily, say, (x!,..., 2%), we write D1, 21y and D(2x1,...,zi)90‘ When
¢ depends on only one variable, we simply write ¢’ and ¢” for the first and second order
derivatives. Any element of R¥ is viewed as a column vector, and | denotes the transposition.
For an element ¢ € R* and r > 0, the open ball of radius r > 0 centered at ¢ is denoted by
B,(¢). We let B and Int(B) denote the closure and the interior of B. Assertions involving
random variables have to be understood in the a.s. sense, if nothing else is specified.

2. Partial hedging under expected loss constraints and pricing equations. As usual, we
let (2, F,P) be a complete probability space supporting a one-dimensional Brownian motion
W, F := (F;)i<r be the right-continuous augmented filtration generated by W, and 7' > 0 be
the fixed time horizon.

2.1. Controlled loss pricing with proportional transaction costs. We consider a financial
market which consists of a single risky asset S, called stock hereafter. For ease of notation,
we assume that the risk-free interest rate is 0. Given initial data (¢,s) € [0,7] x (0,00), we
let S%* describe the evolution of this asset, and we assume that it follows the dynamics

(2.1) Shs = s+/ SLS (T, Sﬁ’s)d7'+/ Skig(r, SL5YdW,,
t t

in which

(2.2) (t,5) € [0,T] x (0,50) = (sp(t, 8), 50(t, ) € R x (0,00)

is Lipschitz continuous in s and continuous in t.
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The latter condition implies the existence and uniqueness of a strong solution.

Transactions on this market are subject to a proportional cost' described by a parameter
€3 > 0. We use the notation € because we will be interested by the asymptotic € — 0. The
scaling €3 is just for notational convenience, as will be clear later on.

As usual in the presence of transaction costs, a portfolio process has to be described by
a two-dimensional process (Y, X) in which Y denotes the cash account and X denotes the
amount of money invested in the stock. We therefore call (y,r) € R? an initial endowment
at time t if y is the position in cash and x is the amount invested in the stock at time ¢.
Then, a financial strategy is an adapted process L with bounded variations. The quantity
L; — L;_ must be interpreted as the cumulated amount of money transferred on the time
interval [t, 7] from the cash account into the account invested in the stock. It admits the
canonical decomposition into two nondecreasing adapted processes L = LT — L~. We denote
by £ the collection of trading strategies.

Given an initial endowment (y,z) at time ¢, the portfolio process (Y% X4%:5L) agso-
ciated to the strategy L € £ evolves according to

yhvel =y / (1+€e)dLT + / (1—€e*dL;,
t t

: asy® [ ‘
Xt L :x+/ X;f_,:v,s,L;'s_i_/ dLi—/ dL_.
t Sq—’ t t

In order to rule out any possible arbitrage, we restrict the set of admissible strategies to the
elements of £ such that the liquidation value of the portfolio is bounded from below, i.e.,
L € L is admissible if there exists ¢, > 0 such that

(2.3) yhwel e xtesly > ¢ on [t, T,

where
ir eRis 1 —Er|.

We denote by £¢(¢, s, y, z) the set of admissible strategies associated to the initial data (s, y, x)
at time ¢.

We now consider a trader whose aim is to hedge a plain vanilla European option with
payoff function g : r € (0,00) — g¢(r) € R. Hereafter, g is assumed to be continuous with
linear growth. In general, super-hedging in the presence of proportional transaction costs is
much too expensive to make sense in practice; see [20, 42, 50], and see [15] for the multivariate
setting. We therefore introduce a risk criteria under which the pricing and the hedging of
the option will be performed. It is specified through a map ¥ : r € R — ¥(r) € (—o0,0],
which we call loss function. We assume that U is concave,” nondecreasing, continuous on its
domain, that Im(¥) := {¥(r), r € R s.t. ¥(r) > —oo} is open, and that

E [\Il(—g(Srfp’S))} > —oo for all (¢,s) € [0,T] x (0,00).

1See [38] for a general presentation of models with proportional transaction costs.

2We make this assumption to obtain the representation in Proposition 2.2. This representation is then used
to verify the assumptions. Hence, the main result applies to general loss functions provided the assumptions
are verified.
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The hedging price associated to the loss function ¥ and a threshold p € Im(V) is then
defined by

(2.4) ve(t, s,p,z) := inf {y eR:ILeLts,y,x) st E [\If (AE’L )} > p} ,

t151y7$

where

Ae,L

t,y,€,L t,z,s,L t,
sy YTy T+ EE(XT:E o) - Q(STS)'

The value ve(t,s,p,x) is the minimal initial price at which the option with payoff g(Sf,is)

should be sold in order to ensure that the expected loss, as evaluated through W, is not
below the threshold p. Note that the assumption that ¥ is bounded from above is rather
natural since we consider here a risk criterion, i.e., one should not have the possibility of
compensating losses by unbounded gains. From the mathematical point, it could be relaxed
up to additional integrability conditions ensuring that the corresponding optimization problem
Max E[\I/(A;Lym)] over L € £5(t, s,y, ) is well-posed; see, e.g., [8] and the references therein.
Also note that this problem is of interest even in the degenerate case g = 0. Then, v represents
the threshold under which the cash account should not go in order for the terminal wealth to
satisfy the requirement in (2.4). This threshold is a building block for the analysis of optimal
investment problems under risk constraints; see [10, 14].

The problem (2.4) is a stochastic target problem with controlled loss in the terminology
of [12]. In order to obtain a PDE characterization, the first step of their analysis consists of
increasing the dimension of the state space and of the set of controls in order to turn the target
problem under controlled loss in (2.4) into a target problem with P-a.s. terminal constraint
in the form of [51, 52]. Namely, v admits the equivalent formulation

(2.5) v(t,s,p,x) = inf {y eR:3(L,a) € £, s,y,x) x As.t. ¥ (A:fym) > Pztp’p’a} :
where 2 denotes the set of a.s. square integrable predictable processes such that
(2.6) PP = p +/ ar-dW, is a martingale on [t,T].

t

One direction follows by taking expectation, and the other one is just a consequence of the
martingale representation theorem applied to W(A;fyx) Since Im(W) is convex, by the
continuity of ¥ on its domain, it is not difficult to see that we can even restrict the martingale
PUP2 t0 take values in Im(W); see [12, 44].

Note that this reformulation is natural. Indeed, the expectation in (2.4) has to be un-
derstood as a conditional expectation given the (trivial) information at the starting point ¢.
The conditional expectation evolves as time passes and has no reason to stay above the initial
threshold p. The martingale process PP is here to take this evolution into account and
turns the problem into a time-consistent one: it describes the evolution of the conditional
expectation of \P(Aifyx)

A geometric dynamic programming principle for problems of the form (2.5) was first ob-
tained by [51, 52]. In the present framework, in which controls are of bounded variation, it
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was further studied by [9]. Up to slight modifications (see the appendix), it follows from the
analysis in [9] that v¢ is a (discontinuous) viscosity solution on ® x R of

max {—Esxcp — Losxpy =€+ 1+ ¢y, —€ — (1 + %)} =0 on Dor xR,
(2.7)
U(p+z—ez]—g)=p on Dy x R,
in which we use the notation
Der:=1[0,T) x (0,00) x Im(¥), D7 :={T} x (0,00) x Im(¥), D :=D.7UDr,
and
£g|sx¢ = %a(ﬁa + 5'0)TD90P7
ﬁmSX(p = inf{Lfxp:a €Rst. G, Dp =0},
Lsxp =1+ ﬂTDSD + %Tl" [5058—D290] )

where D, is vector of the derivatives of the partial derivative ¢, and for a given point
(t,s,z,a) € [0,T] x (0,00) x R x R,

su(t, s) so(t,s)
(2.8) at,s,x) == | zul(t,s) and a4(t,s,x):= | zo(t,s)
0

Theorem 2.1. Assume that v¢ is locally bounded. Then, it is a discontinuous viscosity
solution of (2.7).

The above characterization can be exploited to compute the pricing function v numeri-
cally. However, it should be observed that the operator ﬁp|sx involves an optimization over the
unbounded set R, which makes it discontinuous, and possibly difficult to handle numerically.
Moreover, except if v¢ is smooth, the above PDE does not allow us to recover the associated
hedging strategy.

In this paper, we follow the approach of [53] and try to provide an expansion of v¢ around
e = 0, i.e., for small values of the transaction costs. For ¢ = 0, the financial market is
complete and the problem can be solved explicitly by tools from convex analysis as described
in the next subsection. We can therefore hope to obtain an explicit expansion, or at least a
characterization of the different terms in the expansion which will be more tractable from the
numerical point of view.

2.2. The frictionless benchmark case. We now consider the frictionless case which will
be used to provide an expansion of v¢. We refer to [27, 28] for a general exposition of quantile
and loss hedging problems in this context; see also [11].

Let U denote the set of R-valued progressively measurable and a.s. square integrable
processes. Elements of U will be interpreted as amounts of money invested in the risky asset
S. Given an initial allocation in amount of cash z at time ¢ and ¢ € U, the corresponding
(frictionless) wealth process Z**? evolves according to

e / 9,dS57 /S8,
t
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and the analogue of v(t, s,p,0) in (2.4) is
7(t, s,p) := inf {z ER:E [\II <ZZ}’S’Z’19 — g(S;LS)ﬂ > p for some ¥ € U(t, s, z)} ,
in which U(t, s, z) is the restriction to controls ¥ € U such that
74552% > _¢g on [t, T] for some ¢y > 0.

Because this frictionless financial market is complete, one can describe 7w explicitly under
mild regularity and integrability conditions. We provide the proof of the following in the
appendix for completeness.

Proposition 2.2. Fix (t,s,p) € ©. Assume that the function U : R — Im(V) is invertible
and that its inverse ® is C'(Im(¥)). Assume further that ® : Im(¥) — (0,00) admits an
inverse I. Finally assume that \»* := (u/0)(S"®) is square integrable and that the process

Qb* defined by
L :
Qb = exp{2/ 1A3812d7+/ )\’;SdWT}
t t

satisfies
E {I(QQtT’S)} =p for some§>0
and
g(S2°%) + ® o I(GQY°) € LY(QY*), where dQY*/dP =1/Q%".
Then,
(2.9) 7t s,p) = B (S5 + @ o 1(aQ})|

As for the case with frictions, one can also obtain a characterization of 7 in terms of a
suitable Hamilton—Jacobi-Bellmann equation; see [12] and the appendix. As in [53], it will be
used to obtain an expansion of v¢ around € = 0. We state it in terms of the function

(2.10) v:(t,s,p,x) €D X R 7(t,s,p) —x,

which is the analogue of v¢ when the initial amount z invested in the stock is nonzero. We note
that formally v°, obtained by setting € to zero, is equal to v. In the following, we restrict to
the case where v is smooth, increasing, and strictly convex in the p parameter (the monotony
and convexity just follow from the monotony and concavity of ¥). A similar result in the
sense of viscosity solutions can be found in [12].

Theorem 2.3. Assume that m € CY2(D7) and that min{r,, mpp} > 0 on Dr. Then,
v(t,s,p,x) = n(t,s,p) —x is a strong solution of

(211) - ESGU — EAP|59'U = 0 on ©<T X R a'fld \Il(’l} 4+ — g) =p on :DT X R,
where
L‘(IID‘SQQO = 2_1a(&9,a + 56;7())1—1)(’0177
ﬁP\Se@ = inf{ﬁ%mogo a €R s.t. 6ér’aDgp = 0},

_ 1 o
Loop = 1+ fig Do + 5T [ae,oa(;r,oDst} ,
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with, for (t,s,p) €D,

sp(t, s) so(t,s)
(2.12)  fg(t,s) := | 6(t,s,p)u(t,s) and Ggq(t,s,p) == | 0(t,s,p)o(t,s) |,
0 a
-
(2.13) 0(t,s,p) = <s7rs + %M> (t,s,p).
o Tpp

Remark 2.4. For later use, note that

A Q Ly, — osv
(2'14) ﬁp\sev = El‘i‘sev with a := —5';—0DU/UP —oP T77PS
7 Upp
and
(2‘15) 0 = smg + Wp&/o'.

3. Small transaction costs expansion. It follows from Proposition 2.2 that the value
function v associated to the frictionless case is known, or at least can be computed easily.
Since it should identify to v for € = 0, we seek an expansion of v¢ as ¢ — 0 in which v is
the O-order term. From [53], one can expect to obtain an o(e?)-expansion if we introduce a
second and a fourth order term, the last one depending on a fast variable, &, below. Namely,
we seek for two functions u and w such that

(3.1) V(G @) = v(G,2) + Eu(Q) + e'w 0 &(C, ) + o(€?) for (C,2) € D xR,
in which, for a map w : (¢,§) € ® x R+— w((, &), we set

z-0)

€

(3.2) (wo &) (¢, ) :==w((, &(C, @) with & (¢, z) ==

Note that when = has subquadratic growth in £, the term et o £.(¢, x) in (3.1) is in a lower
order than €% and plays no role in the expansion. We will show that this is indeed the case.
However, at least at the formal level, the second derivative of e*w 0 & (¢, z) is exactly of order
€2 and this observation is crucial in deriving the corrector equations. Also, in the context of
formal matched asymptotics, one may recognize (3.1) as in the inner expansion.

Remark 3.1. In the case where the domain of ¥ is bounded from below, the convergence
v¢ — v cannot hold except if ¢ is linear. Indeed, assume that the domain of ¥ is bounded by
—k € R, ie., ¥ = —00 on (—o0, —k). Then, it follows from [15] that v¢(¢, s, p,x) > §(s) —x—k
for all (¢,s,p,z) € Dep X R, where g is the concave envelope of g. On the other hand
limy . v(t, s,p,7) = g(s) — 2 — k + ¥ 1(p) + K, by (2.11), where ¥~! is the left-continuous
inverse of W. If g is not concave, i.e., if {g > g} is nonempty, we therefore obtain that v¢ does
not converge to v on a nonempty subset of {(t,s,p) € D1 : §(s) > g(s)+¥1(p)+~x}. Hence,
we need to assume that g is concave, i.e., § = g. It can actually not be strictly concave on any
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interval of (0,00). Otherwise, there will be (¢, s) such that E@t’s[g(Séls)] =:7(t,s) < g(s) and
therefore v(t, s, p,z) < g(s)—z+V~(p) = g(s) —x— K+ V1 (p)+k, since adding —z+ ¥~ (p)
to m(t, s) allows us to hedge Z7 := g(S%S) + U~1(p), which satisfies U(Zp — g(SrfF’S)) =p. By
choosing p such that ¥=1(p) + & is close to 0, we again obtain that v¢(¢,s,p,z) does not
converge to v(t,s,p,z) even if § = g.°

Our main result provides a precise characterization of the functions v and w under the
assumption that v¢ converges at a rate O(e?). We shall see that this is true in typical examples
of application in section 4 below.*

Assumption 3.2. For any ((,,z,) € ® x R, there exists 74, €, > 0 such that

) supfur(ga) = O () € B (G 0 (0 x B € (016 b <
It allows us to give a sense to the relaxed semilimits
(3.4) u*(¢,z) ;== limsup w({,2') and w.(¢,z):= liminf  u({,2'),
€l0,(¢"2")—=(¢,x) €l0,(¢" @)= (¢,w)

which will be the main objects of our analysis. More precisely, we shall show that u* = u, =: u
does not depend on the z-variable and is a viscosity solution of

(3.5) —Hp—h=0 onD.p,
' p=0 on D,
where
L 5, Lo o . IR
(3.6) Ho =+ 50757 0ss + 5 (@) pp + 05405p — gy,

in which a is defined in (2.14), and (w, h) are the solution of the so-called first corrector
equation, i.e., for each ((,€) € Dp X R,

(3.7)
max {—; [ (:”’;2 02] (O + h(Q) — 5l0*(CJomee( €): ~1 + (¢, €)1 — we(C, 6)} =0,
where
Op
(3.8) § =505 — 0+ — (0 — smy).

Tp

In order to construct the pair (w, h), we need some smoothness and nondegeneracy con-
ditions on the value function 7 of the frictionless problem.

3When the lower bound is zero, the boundary of the natural domain of the problem is given by the super-
replication cost. We believe that in this case there is a boundary layer near this boundary.

4This assumption states that the expansion in the small parameter e starts with a quadratic term. In
other words, we assume that the order of proposed expansion is “correct.” Under this and other regularity
assumptions, we prove the expansion and derive formulae for the coefficients in the expansion. Indeed this
assumption holds in many examples. However, in the case discussed in Remark 3.1 we believe that there is a
boundary layer and this assumption would only hold away from the super-replication cost.
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Assumption 3.3. The functions 7,6, and § are CH?(D) and (7p, A7y A |5]) > 0 on D.

Lemma 3.4. Let Assumption 3.3 hold. Then, there exists a locally bounded function h on
D and a nonnegative function w on © X R such that for all { € D, the map £ € R — w((, )
is C?(R) and solves (3.7) on R. Moreover, it satisfies the following:

(i) @(-,0) =0 on®.
(ii) wEClQ(QXR) and |we| <1 on® X R,
(iii) There exists a continuous function ¢ : ® — R such that

@ (- &)l

(3.9) T[]

+ (|ow¢| + |Dw| + | D*w|)(-,€) < 0 on D for all € € R.

(iv) There exists a continuous positive function é on ® such that for all (¢,§) € ® x R,
we((,6) = -1 & £ < —£(Q) and (¢, =1 & &> E(C).

The proof of this result is postponed to section 6. In that section, we also derive explicit
expressions for w, h, and £ in terms of 7w and its derivatives, namely,

0Py a0 2 (367 (mp)7
(3.10) h = 2(7rpp)p2 & &= (2 ij ) )
R Sl S

w(§) =4 —¢— %, £ < -¢,

Remark 3.5. Tt follows from Lemma 3.4 that we indeed have |w(-,&)| < [¢] for all £ € R.
This is a straightforward consequence of (3.7) and (i).

In order to fully characterize u as u* = u., we also need a comparison principle on (3.5).

Assumption 3.6. There exists a set of functions C which contains «* and u, and such that
uy > ug on ® whenever uy (resp., ug) is a lower semicontinuous (resp., upper semicontinuous)
viscosity supersolution (resp., subsolution) of (3.5) in C.

Under the above conditions, we will prove in section 5 that the expansion announced in
(3.1) holds.

Theorem 3.7. Let Assumptions 3.2, 3.3, and 3.6 hold. Then, (3.1) holds with w as in
Lemma 3.4 and u given by the unique viscosity solution of (3.5) in C. Moreover, u = u* = .

Proof. This is an immediate consequence of Propositions 5.5, 5.7, and 5.8 below, combined
with Assumption 3.6. |

As explained above, the function 7 is explicit or can be computed easily, and so is v,
while @ is given in (6.5) below in terms of 7 and its derivatives. As for u, it solves the linear
equation (3.5) which can be solved numerically whenever the function a defined in (2.14) and
ap/o are Lipschitz on ©. Note that, in this case, it admits the Feynman-Kac representation

T
u(t,s,p):E[ / h(r, St5, P9 dr
t
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in which S%* solves (2.1) with x = 0, and

Pt imp— [ (anfo)(r. 50 Py + [ a(r, S, PRV )aW:.
t t

If the probability measure Q%* of Proposition 2.2 is well defined, this is equivalent to

T
m@mzwmvh@ﬁﬁﬂwwﬂ,
t

in which .
por =y [ate, sbr By
¢

In the examples of section 4, all these quantities are known, as far as one can compute the
price and the greeks of a plain vanilla European option in the Black and Scholes model.

Note also that the functions m and & can be used to construct almost optimal strategies
in the original problem (2.7). This will be explained later on in section 7 for the exponential
and the power risk criteria.

Remark 3.8. We restrict here to the case of a single stock mainly for ease of notation. The
arguments contained in section 5 can essentially be reproduced in the multidimensional case.
The main difficulties will come from the construction of @ in Lemma 3.4 (see [47]) and from
the existence of a solution to the Skorohod problem in the proofs of section 7.

4. Examples. In this section, we discuss two typical examples of application in which
Assumptions 3.2, 3.3, and 3.6 are satisfied, and therefore the expansion result of Theorem 3.7
can be applied.

4.1. The exponential risk criterion in the Black and Scholes model. We first specialize
the discussion to the case where the loss function W is of exponential form,

(4.1) U(r):=—e ", rekR,

for some 1 > 0, and the stock price S%* follows the Black and Scholes dynamics

(4.2) Shs :s—i—/ uSﬁ’SdT—i—/ o SLEAW,
t t

for some (p,0) € R x (0,00). We set A := p/o.
In this case, the pricing function 7 can be derived explicitly. This is an easy consequence
of Proposition 2.2. We recall that h and £ are given in (3.10) above.

Proposition 4.1. For all (t,s,p) € © :=1[0,T] x (0,00) x (—00,0),

(4.3) w(t,s,p) = 7(t,s) + 7 (t,p),
where 2T 4 .
ﬂMﬁ:—g{)—num
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and
2
7(t,s) == ECQ [g(S%s)] with dQ/dP := e~ T T-AWr

Moreover, if © € C%2([0,T] x (0,0)), then

0(t,s) = s7s(t,s) + 2, 0(t,5) = *Tss(t,5) — 25, a(p) = —Ap,

on’

4.4 2 1 4 3 2
oy Bt,s) = (&) a?nblo(, )3, &ts) = () 1ok 9.

They are well defined under the conditions of Assumption 4.2 below. Note in particular
that

(4.5) 0,6, h and £ only depend on (t, s).

Moreover, the second corrector equation (3.5) can be written as

2
(4.6) {_(‘Ot - %‘72528035 - )\7172901719 +oAsposp + Appp, —h =0 on D,

=0 on .

If h is bounded, which will be the case under Assumption 4.2 below, it follows from standard
arguments that

(4.7) G (t,s) € 0,7T] x (0,00) — E2 [/tT h(r, sj’S)dT]

is the unique viscosity solution of (4.6) in the class of functions having polynomial growth;
see [18].

We now impose conditions under which Assumptions 3.2, 3.3, and 3.6 of Theorem 3.7 hold
true. In particular, they are similar to the assumptions used in [5, Assumptions 3.1 and 3.2].°

Assumption 4.2. The following holds:
(a) ™€ CH (D).
(b) There exists K > 0 such that

\g| + |s7s| + [8*Tss| + [0 + 10¢] + |5%0ss| < K on D.
Note that these conditions imply in particular that @, € C1?(D); see (4.4) and (6.5)

below for the exact expression of w.

Proposition 4.3. Let ¥ be as in (4.1) and S as in (4.2). Then, Assumption 4.2 implies
Assumptions 3.2, 3.3, and 3.6 of Theorem 3.7.

The proof of this proposition is postponed to section 7.

Remark 4.4 (e*-optimal strategies). In the course of the proof of Proposition 4.3, we shall
explain how to construct strategies which are optimal at order O(e?), or o(e?) under an
additional regularity assumption, for the problem with transaction costs, and which only
depends on the knowledge of v, 4, w, and 8. See Propositions 7.1 and 7.2 below.

5These assumptions can be verified directly using the frictionless equation and assumptions on g.
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Note that, as a by-product, our expansion allows one to recover the result of [5] on the
Hodges and Neuberger indifference price. More precisely, let V¢ be defined as

Veltsyw)i= s B[ (Vo e (Gt - g(s) |
Lege(t,s,y,r)
and let V¢ be defined similarly but for ¢ = 0. Then, the indifference price associated to the
market with transaction costs is given by

¢“(t,s,y,z) :=inf{g e R: V(t, s,y + q,x) > Vﬁ(t,s,y,x)}.

It is easy to see that, for the exponential risk criterion, ¢¢ does not depend on the y-variable
and that

Ve(t, s, y,x)

1
“(t,s,z) = ——1
q ( asg-x) 1 n (Ve(t787y,x)

) =v(t,s,—1,2) — 0°(¢t, 8, —1, ),
in which o€ is defined as v¢ but for g = 0. Under the assumptions of Proposition 4.3, it then
follows that

T
¢“(t,s,x) = 7(t,s) + ER [/ Ah(T, Sf_’s)dT:| + o(€?),
t

2 4
AR(L, 5) = (136> o2} <|5(t,s)\§ _ ‘(;An ) .

We conclude this section by a numerical illustration that complements the ones of [54].
Namely, we compute the function u in the Black and Scholes model, for a put option of strike
K =100 and maturity 1 month. To be more precise, the payoff is the value at 1 month minus
a day of a put maturing 1 day later, so that this problem fulfills our general assumptions
(numerically, this does not make any difference).

The reference parameters are o = 20%, u = 5%, and n = 0.1. In Figure 1, we vary one
of them (keeping the others to their reference value) and compute Sy — u(0, Sp) for different
values of Sy around the strike.

in which

4.2. The power risk criterion in the Black and Scholes model. We now consider the
case

(4.8) U(r) = —(r+r) " lysyy —00lpcn, 7 ER,
with 8,k > 0. For this risk function, Proposition 2.2 implies that # = © 4+ 7 with
(4.9) 7(t,s) = E%g(S%)] and #(t,p) := — + (—p) Fm(t)

for (t,s,p) € D, in which m is a C}([0,T]) positive function satisfying m(T) = 1.

In view of Remark 3.1, however, we cannot expect to have v¢ — v if g is not linear. Since
any linear payoff is hedged perfectly by the same buy-and-hold strategy in the two models,
this boils down to considering the case ¢ = 0 up to an initial shift of x and «x, at the cost of
an additional €3 term. We therefore restrict to the degenerate case g = 0. Recall from section
2.1 that the problem remains of interest, as v is a building block for the analysis of optimal
investment problems under risk constraints; see [10, 14].
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Figure 1. Top: 0 = 20% (solid), o = 10% (dashed), and o = 5% (dotted). Bottom left: = 10% (solid),
w="5% (dashed), and = 1% (dotted). Bottom right: n = 10 (solid), n =1 (dashed), and n = 0.1 (dotted).

Proposition 4.5. Let U be as in (4.8), S as in (4.2), and g = 0. Then Assumptions 3.2,
3.3, and 3.6 of Theorem 3.7 hold.

The proof is postponed to section 7.

Remark 4.6 (¢*-optimal strategies). As in the exponential case, we produce in the course
of the proof of Proposition 4.5 a strategy which is optimal at order o(€?) for the problem with
transaction costs and which only depends on the knowledge of v, 4, w, and 6. See Remark
7.3 below.
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5. Derivation of the small transaction costs expansion.

5.1. Preliminaries. We start with the derivation of easy estimates that will be of impor-
tant use in the paper.

Remark 5.1. Observe that for ((,z) € ©® x R, the initial position in cash and amount of
stock (v(¢, ) +x+€3|x],0) can be turned into (v¢({, ), z) by an immediate transfer ALy = =,
while the initial position (v¢((,0) —z+€3|z|, z) can be turned into (v¢(¢,0),0) by an immediate
transfer ALy = —x. By the definition of v¢, this implies that

(5.1) ve(¢,0) — €z] < v(¢x) +z < v((,0) + €zl

Remark 5.2. Tt follows from the same arguments as in [15, Proposition 6.1] that v¢ > v.

Lemma 5.3. (i) The functions u* and u, are independent of the x-variable. (ii) Moreover,

for all ¢ € ®, we have

(5.2) uw*(Q) = limsupu(¢',0(¢))  and  w.(C) = liminf u(¢’,0(C)),
€l0,¢"—¢ €}0,¢'—=¢

in which u* and u$ denote the upper- and lower-semicontinuous envelopes of uc.

Proof. We show only the result for u*; the same reasoning can be used for the relaxed
semilimit u,. Fix ( € ® and = € R. By the definition of u*, there exists a sequence ((c, Ze)e>0
such that

(5'3) ((67276) 3 (C,l’) and U’E(CE?:EE) 3 U*(CaZE)

Fix also a sequence (z1)e~ going to 2’ € R as € — 0. By Remark 5.1 and the definitions of
u® and v in (3.3) and (2.10), we have

(G, 0) + €]l
“(Ge, 0) + €],

E(Cea O) - ‘53|1'e| < €2UE(CE, xe) + W(Ce)

) <w
v((e, 0) — €zt] < Eu(Ce, ) +m(¢) <

so that

—€ (|$6| + |£B;|) < ue(gevme) - ’LLG(CE,QJ‘;) <e (|x6| + |l‘;|) .

Sending € — 0 and using (5.3) then leads to

lim u (¢, 21) = 0 (¢, ).

This shows in particular that u*((,z") > w*((,z). By arbitrariness of x,2’ € R, the reverse
inequality holds as well, showing that u* does not depend on its z-variable. Moreover, applied
tox =12' :=0(¢) and z. := 6((.), the above implies that

limsup u(¢',0(C) > w((,0(C) = lmsup  uS(Ca)
€l0,{'—=C E\I,O,(C/,I/)*)(C,Q(C))
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To conclude the proof of the left-hand side of (5.2), it remains to show that

(5.4) lim sup u (¢, 2') = lim sup u™ (¢, ")
€l0,(¢",2")—(¢,0(¢)) €l0,(¢",2")—(¢,0(¢))

and to use the inequality

lim sup u™ (', 2") > limsup u™(¢’, 6(¢)).
€l0,(¢,2)—(¢,0(¢)) €l0,¢'—=¢

To see that the above holds, note that the continuity of v (see assumption 3.3 and recall
(2.10)) implies that for ((,£) € ® x R and € > 0 we can find ({.,&) € © x R such that
(v —v)(¢,€) < (v —v)((,€) < (v6 —v)(C, &) + €. Recalling the definition of u¢ in (3.3),
this proves (5.4). [ |

In view of the above result, we shall from now on omit the z-variable in the functions u*
and uy.

5.2. The key expansion lemma. We now state the following key lemma, which is the
counterpart of [53, section 4.2, Remark 3.4]. It provides a control on the error when applying
the operator associated to the problem with transaction costs in (2.7) to an expansion of the
form (3.1). The driving error term in (5.6) already contains the ingredients of (3.5)—(3.7).

Lemma 5.4. Assume that 7,0 € CY2(D 7). For e >0, and two CY2(D .1 x R) functions
¢ and w, define

(5.5) V¢ = v+ ¢ + tw’ with w® = wo&,.
Set Dt := (Dep x R) N {g5 > 0} N {e?¢, + e*ws, > vy} for some v > —1. Then,

. 1
(5.6) € *(Lsx + Lpsx)h® = = W”"”Q
2 (Wp)

5 1
o€+ (H + LS sp)0 + 50252(10& o&)+ R on D,
where
5 1
ﬁl)l(|SP¢ = 50292¢$$ + 0'289(255&: + 90’&(]51)3@

with a defined in (2.14), and where R is a continuous map defined on D! such that the
following hold:
(i) For each bounded set B C D, there ewists eg > 0 such that {e 'R.((,x) : (¢, =,
€(¢,x)) € B, e € (0,egl]} is bounded.
(ii) Let B C D! be a bounded set. Assume that ¢ € Cp°(B) and that w satisfies (3.9).
Then, there exists eg > 0 and Cg > 0 such that

|R(¢,2)| < Cr(1+ elée] + &) (¢, @)

for all e € (0,ep] and (¢,x) € B.
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Proof. Throughout this proof, we work on D! and omit the argument for simplicity.
Step 1. We first provide an expansion for Lgx1¢. We first directly obtain that

(Lsx — Lso)(v + €¢) = p(x — 0)(—1 + ¢y)

+ % [0%(2® — 0°)*(0 + ¢ue) + 20%s(z — 0)(0 + € ds)] -

Then, we use the fact that €€, = x—0 and rearrange terms by noting that 22 —6? = €2£€2+2¢£.0,
and we arrive at

Lsx (v + €2¢) = Lso(v + 62¢) —epe + €2R§

with
2

Ri = €& <M¢x + % ((29 + 6§E)¢(L’l’ + 23¢xs)> :

Then, we use the fact that £ = &; /€ and the definitions of &, and Gy, in (2.8) and (2.12) to
obtain

V]

€
Lex (*we) = —(wee 0 &) DE 5054 D& + €2 RS

2
2

€

E(U)gg 0 &)DE[ 59054 0DE1 + € RS,

where

Ry = €(Lsw) 0 & + € ((we 0 &) Lox€r + 25700561 (wee © &)
and

¢ _pe, 0 0 ;
R3 =Ry + %(wﬁﬁ ° 56)(D(s,m)§1)T < se€.  Oek. jfg(eé‘e)Q ) D(S:x)§1

€ 0'2 T 0 S
=Ry + 666?(w§§ © 66)(D(s,x)€1) s 0+ ek, D(s,m)&l-

Combining the above expansions leads to

2
€
(5.7)  Lox¥® = Lsy(v+ €¢) — eple + 5 (wee &) DE[ 5,054,0DE + € (R + Ry).

Step 2. We now focus on the operator ﬁmsx applied to ¢°. Since ¥ > 0 on D¢, we have

—&4 D¢ y 1
Tp 1+ €20,(¢ + 2we) /mp

(5.8) Losxth® = Lo with a =
(a) We first provide an expansion for a® around a defined in (2.14). We start by performing
a first order expansion on the right-hand side of (5.8) to obtain
a4 Dy*

(5.9) a® = — X (1 — €0p(¢ + 2w /my) + RY,
P
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where Rj is a continuous map satisfying

€ |U D¢e| 2 € 2
|R4’ < Oﬂ_ (1 + L)3 ‘626p(¢+ 62’11) )/WP‘ on Dé
P
|U Dy 2 62@ _ 63917(“)5 o &) L (wp o &) ?
o (140 m Tp Tp

Then, we observe that
—59 DY = —G4 Dv — 54 D(€2p + €*uw®)
= _6;,0DU + o€l — 50+6§e,0D<62¢ + 6471}6)'

By the definition of @ in (2.14), dividing the above by 7, = v, implies

—a Dt _, LT T9+ee0D(e*0 + €luf)

Tp Tp Tp

Recalling (5.9), this leads to

D
(5.10) o =+ QMJFRG,
Tp Tp
2
(5.11) ()2 = (a)2 + 2675 4+ & ("5> — 245, Do/, | + RS,
Tp Tp '

where

.
. op Oct. D¢

RS = RS — e [efe( ﬁ’ 57;0
p

= €
A Ggeg, 0D

~T
+ 64w—; —a — e&i + €2 709+6&’0D¢
Tp

Tp Tp

Pp _
(1= E0y(6 + Eu)/m,) + € B, e 0D,
p

_T 2
64D D
Ry = <_e29’“ ¢+Rg> +2aRg + 275 ( @ 70aD ¢+Rg>.
Tp Tp Tp

(b) We now plug the expansions (5.10) and (5.11) into the left-hand-side equality in (5.8)
to obtain

Tp

(5.12)  Lpsxt© = Eg‘sev +e [praf + o257y 66]

p Tp

1 ot \? . (%eaDd %9aD¢ a
o [ - ()]
p p p

1
+¢ <2<wgg 0 &) D& (50.004,2 — T0.004,0) DE1 + R%)
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with

1 1 . .
RS = 3 6Tpp + R0 sy + 5((a6)2 — (a)Q)(62¢pp + 64w;,p) + os(a® — a)(eZQSSp + 64w§p)

+[(a® — a)(e&e + 0) + aelc|odps
3

€ .
+ 5(“)2 (€wpp — 20pwpe — Oppwe) o &

+ao (eswgp — sOpwse — s05wpe — sOspwe + Gwpe) o Ee.

Step 3. It remains to combine the results of Steps 1 and 2. We first observe that (2.11)
and the definition a imply that

ESQ/U + Eg‘sgv = ESQU + ‘Z"P\Sé’v =0.
Second, we use (2.14) and the identity v = m — x to obtain

o

o Em, —osmys

a:O'p p’
Tpp

which leads to

e 9 1
- T — Tsp— | =0
e&( n+ ppap—{—o'ssp p)

and

- £S9¢ + £P|se¢ - ;59,6D¢

~T _T
R gD g Do R
Lsop + L315eP — Tppa ( b4 ) — 08T 0.4 = a Kot

Tp Tp

- (H + E?qsp)‘ﬁ
Finally, we use the identities £ = 6 — 2 and @ = (0 — sms)o/m, (recall (2.15)) to obtain
0%6% = D§1T56,05;0D51 + Df;(@,a&;a - 59,05;0)1751,

where ¢ is defined in (3.8). The above identities combined with (5.7) and (5.12) lead to (5.6)
for R, defined as

(5.13) R. = R{ + R§ + R&.

Step 4. The estimates on R, follow from direct computations. |

5.3. Viscosity subsolution property.

Proposition 5.5. Let the conditions of Theorem 3.7 hold. Then, u* is a viscosity subsolution
of (3.5).
Proof. Let ¢, € ® <1 and ¢ € C12(D ) be such that

max(strict) (u* — ¢) = (u* — ¢)({)= 0.

®<T
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By Lemma 5.3, there exists (¢€)¢>¢ satisfying

¢ T Cor 2= 0(C) P 0(Co) =t @o,
U (C1,2) — u'(G) and A, = () — p(¢) — 0.

(5.14)

Assumptions 3.2 and 3.3 entail the existence of 7, > 0, 0 < r, < 7, and €, > 0 such that
m = sup {u((,x),((,z) € By, e € (0,€,]} < 00
and

(5.15) GEB%@(.@O) on B, (C),

where B, := B, ((,) X B, (z,). In the above, we used the fact that 6 is continuous and by
(5.14) 0({o) = xo. After possibly changing €,, we can also assume that

(5.16) IC¢ = Co| V|2 — o] < % and |A <1 forallee(0,¢).
We have
(5.17) u™ <m on B, for e€(0,¢),

and, by Assumption 3.3,
(5.18) Tpp A Tp >t on By (¢,) for some ¢ € (0,1).

Step 1. We first construct a suitable test function for v, for € € (0, €,].
Since the function ¢ is continuous,

sup {24+ m —¢(¢); ¢ € By, (¢)} = M < +o0.

On the other hand, (5.16) implies that there is v > 0 such that

(5.19) IC—C[* >~ for (€ By (Co)\Bra(Co)-

To
2

We choose a strictly nonnegative constant ¢, satisfying c,(y A (%")4) > M and define for
e€ (0,1)

6 (Ga) €D xR 6 (10— '+ 2= 0(Q)*).

Consider now the following subset of B,:
Bo,% = {(C,:E) € B,s.t. € B%O(CO) and x € Br (xo)}
It follows from (5.19), (5.15), and the choice of ¢, that

(5.20) ¢ >2+m—¢ onB,\B,1.
2
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We now define, for n € (0, 1],
V=04 € (Ac+ o+ 0°) + 1+ n)wo &,

where the function &, is defined in (3.2) and w is given in Lemma 3.4.

Step 2. Given € € (0,¢,] and n € (0,1], we now show that v** — %" admits a local
maximizer (¢, %) in B,.

Note that, a priori, this local maximizer should depend on 1. We shall not emphasize this
to alleviate notation but will come back to this point at the end of the proof. We set

I =y — A — o — ¢ — (1 + n)w o &..

Combining the fact that w(-,0) = 0 (see Lemma 3.4), (5.16), and the definitions of z¢, A,
and ¢, we obtain

sup I¢" > sup I®" > I"(¢¢, z¢) = 0.

Bo B,

On the other hand, by (5.16), (5.17), (5.20), the fact that @ > 0 (see Lemma 3.4), and the
defnition of m, we have

I <u™ —m—1-(1+nwo& <0 on B,\B, 1,
)

after possibly changing ey. Also 19" is upper-semicontinuous. Hence, we may find a maximizer

(CNE, I°) € Bo,% C B, which satisfies
(5.21) 19(8,5) 20 and[e6(( 7| V[E G| <
for some constant 1 > 0. We recall that
(5.22) €€, 7) = & — 0(C°).
Step 3. We now prove that there exists €, < ¢, such that for all € € (0, €,] we have
(5.23) —&(C) < &, 7) < €(C),

where f—f is given in Lemma 3.4.
We only prove the right-hand side. The other inequality is proved similarly. We first
observe that Theorem 2.1 and Step 2 imply that

(5.24) B NS R (g x) <0.

Recalling the definitions of ¢*" v, and ¢¢, direct computations lead to

Uyt (68 = 4, (€85 59) + 1+ n)emg 0 £(8,7),

so that we may rewrite (5.24) as

(5.25) —e+ (1 +n)wg 0 £(C5,T) < 4o (e@(éﬁ,f))g
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Assume now that the right-hand side of (5.23) does not hold for all ¢ > 0, small enough.
Then, there exists a sequence (ex)x>1 satisfying e, — 0 as k& — oo such that

£ 13 2 £ (6).
Recall from Lemma 3.4 that this implies that
wg © fek(fek,iek) =1 and fek(ge’“,ie’“) > 0.

Combined with (5.25) the later leads to a contradiction since ¢o, 1, €5 > 0.
Step 4. We now prove that there is £ € R such that

(5.26) 0> <_; (:m;Q 0’8 —Hep — %0252(1 + n)wee(- 5)) (o) -

Recall that £ is a continuous function. In view of (5.23) and (5.21), it follows that
(5.27) (6,5, €.(C5, %)) o<e<e, is bounded.
We can then find a sequence (ey,)n>1 C (0, €] such that €, — 0 as n — oo and

(5.28) (¢, 2, &, (Cn, 5)) — ((,7,6) € D x Rx R as n — oo.

Moreover, classical arguments show that

(5.29) (€, Z) = (Cor o)-

Observe for later use that

(5.30) —£(C) < €< E(G)

by (5.23) and the continuity of €. By Step 2 and Theorem 2.1 again, we have
(5.31) {—Esxdf"’” - ﬁp\sxdien’n} (cnmn) <0 foralln>1.

Moreover, (5.27), (5.18), and Lemma 3.4 imply that we can apply Lemma 5.4 to ¢*". For n
large enough,

o e a . a25%2(1 +n)(w o0&, e e
0> (—2 e M~ Lt Lnizeote) | g, ) (6na).
P

where
P = A, + 0+ 0,

and R, ((*, &) — 0 as n — oo. Sending n — oo and using (5.22), (5.28), and (5.29)
provides (5.26).
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Step 5. We can now conclude the proof. By the construction of w as a solution of the first
corrector equation (3.7) and by (5.30), we have

2 (%)2

which plugged into (5.26) gives

1 ( = 02> (Co)€” + %(a%?)(co)wgf (G0 &) = (G0,

(532) ~ Hp(Co) < hlGo) + 15070(60) e (G )

Finally we note that, although & as constructed in Step 4 above depends on 7, {, does not
depend on this parameter, and therefore |w¢e((o, -)| is bounded by Lemma 3.4. Sending 7 — 0
in the above inequality leads to

—Hp(Co) < h(Co). [ |

5.4. Viscosity supersolution property. For the sake of completeness, we report here [47,
Lemma 5.4], which will be used in the proof below.

Lemma 5.6. For all n € (0,1), there exists ¢, > 1 and a smooth function b, : R — [0,1]
satisfying b, =1 on [=1,1], b, =0 on [—cy, ¢,|¢, and

(5.33) 2|l ()] <n and  Jz|lby(x)] < 2C

for some constant C* > 0 independent of 1.

Proposition 5.7. Let the conditions of Theorem 3.7 hold. Then, u, is a viscosity superso-
lution of (3.5).

Proof. Let ¢, € D1 and ¢ € C13(D 1) be such that

min(strict) (us — @) = (usx — ¢)() = 0.

Der

By Lemma 5.3 and the continuity of ¢, there exists ((¢)¢~¢ such that

¢ 3 Co, ¢ :=0(C) — 0(() =: xo,

(5.34) e e e ;

u*(C y L ) Q U*(Co) and Af = u*(é_ , L ) - (p(C ) Q 0.
Let r, > 0 and ¢, € (0, 1] be such that
(5.35) 6= Co| < % and |AJ <1 forall e < e.

Step 1. We fix € € (0,¢,] and construct a first test function for ws.
Since ¢ is smooth, there exists a constant M < co such that

(5.36) sup {¢(C) : ¢ € By, (¢)} < M — 4.
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By (5.35), there exists a finite d > 0 such that | —¢¢|* > d for all ¢ € 9B,,(,). We fix ¢, > 0
such that ¢,d > M and define

3°(0) = 9(Q) + Ac —co (I¢ = ¢°[1).-
It follows from (5.35), (5.36), and the choice of ¢, that
(5.37) —¢°>3 on 0B, ().

Observe for later use that
(5.38) (us —¢)(¢52) =0

by the definition of A..
For n € (0,1), we now set

P = v+ ¢ + €' (1 —n) (wH,) 0 &,

in which
H,:€cR b, (5)
for some &, > 1 to be chosen later on (see (5.49) in Step 6), and where b, is as in Lemma 5.6.
Step 2. Let Q, := By, ((,) x R and fix € € (0, ¢,]. We now show that for each n > 1, there
exists (™, 29™) € Int(Q,) satisfying

. 1
. 6,7] €N €N < : 6,7] .

(5.39) I (g & )_1351 + 5

in which

(5.40) 197 = €2 (v — ") = uf — ¢ — (1 — n)(wH,) o &.

Note that &(C¢, z¢) = 0 since z¢ = 6(¢¢). Recalling that w(-,0) = 0 by Lemma 3.4, (5.38)
implies that

(5.41) 197(C, 2%) = 0.

On the other hand, (5.40) combined with Remark 5.2, Remark 3.5, and Lemma 5.6 implies
that

19> =6 = (1= M{l€| e |<cpey } = =07 — €(1 = eyt
In particular,
(5.42) I > —¢f —1  if € <epi=eo A((1—n)ents) k.

The set B, ((,) being compact, the inf over B, ((,) of the right-hand side is finite, which
proves our claim.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 11/01/16 to 129.132.146.67. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

532 BRUNO BOUCHARD, LUDOVIC MOREAU, AND H. METE SONER

Step 3. For n € (0,1),e € (0,¢,;] and n > 1, we now construct a C? function ™" and
(¢e™, zo™) €Int(Q,) such that

min(u = Y9 = (0 = PI(CN )

o

Let f € C;°(R) be an even function satisfying 0 < f <1, f(0) = 1, and f(x) = 0 whenever
|x| > 1. We set

2
Y () = ) + S f (- 8
and 1 1
1M ) = (0 = ) () = I 2) = = f (0 = 357,

By (5.39) and the identity f(0) =1,

~ N 1 1
5.43 I€77]7n ( €7n7 A€7n) — 1'6777 ( 6777/’ AG,TL> < : f[é,n _ )
( ) e ¢ n - 130 2n

Moreover, by the definition of f,
197" = 197 on Q,\QT, where 9QF :={((,z) € Q, s.t. |[x — 2" < 1}.
Since (4", #9™) € QF, the later combined with (5.43) implies that

inf 17" < inf 19" < inf 1" = inf I°™7,
or Do Qo\ QT Qo\ Q7

so that

inf 719" = inf 19",
o Qr

By the lower semicontinuity of /<" and the compactness of QF, we can then find (¢“", 2™) €
Q, which minimizes I¢™" on Q,. It remains to show that it belongs to Int(Q,). Indeed, the
left-hand side of (5.35), the property f > 0, and (5.41) imply that

e (Ce,n’ l,e,n) < e (<57 .%‘E) < IGU (Ce’ J:e) _ 0’
whereas by (5.37), (5.42), and the fact that —f > —1, we have

1 1
(5.44) [ >N — —>2——>0  ondQ,=0B,,(¢) xR
n n

Step 4. Given 1 € (0,1) and € € (0, €], we now show that there exists N, > 1 such that
(5.45) — (£SXU6 + ﬁmsx) PO (O, x%™) >0 for n > Ny,
In view of Step 3 and Theorem 2.1, it suffices to show that

max {—€*+ 1+ 957 —€’ = (14+977)} (", 2%) <0,
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or equivalently that
|1 _i_w;n,n‘ (Ce,njxe,n) < 63.

Recalling that f € Cp°(R) is even, we first compute

2
LG (G5, 27) = (1= n)(@HyJe 0 & (¢, 2") + S (ja — 57

Since f € Cp°(R) is constant outside [—1,1], there exists 0 < ¢y < 400, which does not
depend on € or n, such that

€ € € €, € 620
|1_|_1/]x,7l7n (C oy ,n)| 263( )(|w§H ’+ ‘wH ’ o0&, C n ,n) Tf

In view of (3.7), (ii) of Lemma 3.4, Remark 3.5, and the fact that |H,| < 1 by Lemma 5.6,
this implies that

2
g (e = - (1 8 (8 ) ey S

Recalling from Lemma 5.6 that |z[[h; (z)| < n for 2 € R, we finally obtain

2
(5.46) |1+ S (e, 257 < (1 — n?) + %QS for all n> 1+ :n—fQ = N,

Step 5. We now show that {£((5",2°") ; € € (0,€y],n > Ne,} is uniformly bounded.

We first appeal to Lemma 5.4 and recall Assumption 3.3, Lemma 3.4, and that ({%",
n > 1, € € (0,¢,)]) is bounded; see Step 3. Since ¢¢ does not depend on the z-variable, this
implies

1Ty

2 (Wp)

at the point (¢“™,x°™), in which, by (ii) of Lemma 5.4,

—€ (Lox + Lijsx) ™" = o€ o — 5 PP () o & + R

(5.47) || < Cy(1+ el€e] + €2[€*) (¢, ")

for some C), > 0 independent on n and e. By (5.45), we then have

(548) (; (:W; 2£e> (Ce,n’xe,n) _ ’Re,n’ < — (H(be 2 2(52(WH>§£ O&) (Ce,n’xe,n).
p

We first consider the last term of the previous inequality. By Lemma 3.4 and the boundedness

of (¢“",e € (0,ey],n > 1), we can find C;, > 0, independent on n, €, and 7, such that |wee o
€|(¢™,29™) < C. The same lemma and Remark 3.5 also imply that |we o &[(¢™, 29™) <1
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and | o & |(CO™, 2¢™) < |€(C™, x9™)|. Using Lemma 5.6 and the fact that & > 1 and n < 1,
it follows that, at the point (¢&™, z9™),

(e Hy)ec| o & = |eeHy + 2y + wH, | o &,

2 / € € /i €
<ot g () teccten + 5 o ()
2le.| ( >‘ 12 <§>‘
SCnt (E*) e )| T e e

<C, +§ (n+C")

<Cy+2(1+C%) = Cy.

Plugging this result into (5.48) leads to

1 RN AN €,n . [ 77 2¢2 en €N
(2(75 §><< ) = R < = (Mo O ) (¢ )

The latter combined with Assumption 3.3, (2.2), (5.47), and the fact that both (" and (*
lie in B, ((,), and the identity €& (¢*™, z¢™) = z&™ — 6(¢>™), allows us to find a constants
K, > 0, independent on n and ¢, such that

(6 = Ky (14 legel +[e&d?) | (o, am) < 0.

This proves our claim.

Step 6. We are now in position to conclude the proof.

By the previous step, for all € € (0,¢,], we may assume, after possibly passing to a
subsequence, that ({7, 9™, £.(C5™, 29™)) — ((5,0(C€),€) € D x R? as n — oo. Classical
arguments then show that ((¢,£€) — (go,g) for some bounded ¢ € R, and therefore 0(C¢) —
0(¢o) = o, as € — 0, after possibly passing to a subsequence. Moreover, (i) of Lemma 5.4
now implies that R®™ — 0 as n — oo and then ¢ — 0. Hence, sending n — oo and then ¢ — 0
in (5.48) provides

L0262 () ecH(Con ).

% ((:Z§2 ‘72) ()&% < —Hop(G) —

The same arguments as in Step 5 then show that

. — 2520(1 —
§2 < He +f7rpp ;21 77)/2 (Co)'

2 (7"17)2

We now choose &, > 1 defined by

~Hep + 0252C /2
T 5 | (Co)-

2 (WP)QU

(5.49) (6.)?:=2V2
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Note that all the quantities on the right-hand side are given a priori. Then, €] < &. In
particular, H, = 1 in a neighborhood of £ (see Lemma 5.6), and the above then implies that

1 < Top UQ) (Co)é2 < _/HSD(CO) - ! ; 7 (0'2527255) (Co:é) .

2 (Wp)2

Since w iS SOlUtiOD Of (3 [ ), lt fOHOWS that
< h n 252 F
M‘P((o) > (Co) 20 wff(CO?é-)‘

It remains to let 7 — 0 and recall from Lemma 3.4 that |wee((o, )| is bounded. |
5.5. The terminal condition.
Proposition 5.8. Let the conditions of Theorem 3.7 hold. Then, u* = u, =0 on Dp.
Proof. The fact that u.(T,-) > 0 follows from Remark 5.2. In the following, we prove that
u*(T,-) < 0. We assume to the contrary that we can find (7', s,, o) := (, € D7 such that
(5.50) u*(¢,) > 4k for some Kk >0

and work toward a contradiction.

Step 1. We construct a test function ¢ for v** and show that v* — ¢ admits a local
maximizer (fc, 3¢, pe, Tc) = (Ce, Tc) € Der X R.

By Lemma 5.3, there are ({)e>0 C D and z, € R such that

(5.51) Ce 3 Cor  xe:=0(C) H 0(¢) =12 and u™({, ) QHO u* (o),

in which (%, s¢, pe) := (.. Note that, after possibly passing to a subsequence, one can assume
that

(5.52) Cc € Dop forall €>0.
Indeed, Theorems 2.1 and 2.3 imply that
u™((,x) < elz| for all (¢,z) € Dp x R,

which would lead to a contradiction of (5.50) if (5.52) was not satisfied, at least along a
subsequence, since, by (5.51), ((e, Ze)e>0 is bounded.

Combining arguments similar to those of the proof of Proposition 5.5 (Step 1) with (5.50),
(5.51), Assumptions 3.2 and 3.3 allow us to construct 0 < r, < 7o, €, € (0,1],¢, > 0, and ¢ > 0
such that, for all € € (0, €],

(5.53) (Ceyxe) € Bo,% and  u((e, xe) > 2k,

(5.54) T >2t on B,

(5.55) U™ — @(18e,pe) <0 on B,\B, 1,
72
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where B, := [T — 1., T]| X B, (50,00) X Br, (o),

B,1:= {((,x) € B, s.t. (€ [T— %,T} X B%o(so,po) and x € B%o(xo)},
2

(5 Se,pe) = (t,8,p,2) ED X R — ¢, (\se — 3\4 + |pe —p\4 + |z — 9(t,s,p)\2) )

Recalling (5.52) and Assumption 3.3, we may then define, for each ¢ € (0,¢,], the smooth
function ¢ := v + €2¢¢ with

m + ¢(t> S, P, X5 Seape)‘

€

¢ (t,s,p, ) E@XRI—>/€T

By the upper semicontinuity of v**, we deduce from (5.53) and (5.55) that v — 1 admits on
B, a local maximizer ({., &) € B, 1 for every € € (0, ¢,], and that moreover
12

us*(éea 576) > K.

By the argument used above, this implies that ¢ € D.p for all € € (0,¢€,] after possibly
choosing a subsequence.

Step 2. We now show that (fe(&, Te))ee(0,e,] 18 uniformly bounded.

We fix € € (0, ¢,]. The previous step and Theorem 2.1 imply that

(5.56) max {_(ﬁsx + Lo )V —E + 1405 — —1— 1/1;} (G Ee) < 0.

Straightforward computations based on the gradient constraints give

(557) - L < fs(éeaje) < 210‘

2¢,

Step 3. We can now conclude the proof.

We fix € € (0, €] and focus on the second order operator in (5.56). It follows from (5.54)
that 5,(Ce, Te) > ¢ > 0, after possibly changing €,. Hence, Step 2 and (i) of Lemma 5.4 imply
that

1 ~ ~
<_ ;-rpp 0‘2 3_H¢E — E;‘SP¢€ +Re> (CG,CZ};) S 0’

where sup.¢(g ] |12 (Ce, @) < co. Recalling (5.57), the facts that ({, € € (0,¢,]) is bounded
and that ¢ = €€ ({) + 0((), and Assumption 3.3, we finally deduce that

K Ly o1 a . e\ (7 = =
T —te = <2 (Wp)zg 4c2 * <H * ﬁX'SP> #(58epc) + <C€’xe) < Cforall e € (0,5

for some constant C' > 0 (independent of €). As t. — T', we obtain a contradiction. [ |
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6. Explicit resolution of the first corrector equation. In this section, we prove Lemma
3.4. We follow the steps of [53]. Namely, we look for a solution of the first order equation
(3.7) with an additional condition at the boundary £ = 0. We fix ( € © and simply write
w(§) for w((, ). We recall that we work under Assumption 3.3.

It is natural to search for a solution of the form

kalt + kol + ki, & < €< &,
W(f) = _§+k37 £§§17
§+k07 62 507

for some real numbers kq4, k3, k2, k1, ko, and & < &. Since the fourth order polynomial solves
the second order equation, we find

1 h
— T and k=
1262 (my)

(6.1) ky =

If we now assume that wog¢ is continuous at the point £y and £, we have
12k4(&0)% + 2k = 12k4(£1)% + 2ko = 0,

that is,

2
(&0)° = (&) = 2% X (Zp) :
bp

which, by the fact that mp,, > 0, implies that h > 0 and
~
A h s ?
Eimy= 6 = <2Z><( 2 ) .
o Tpp

Assuming now that g is continuous at the point § and &; leads to

Ak4(€)° + 2kok + k1 = 1,

(6.2) —4ky(€) — 2kok + Ky = —1,

which gives k1 = 0. By substituting (6.1) into (6.2),

o 7Tpp I 3 6h/ < _
52 (7rp)2 (5) + 02526 =3
Since, by the above,
o2y, s
6.3 h = PP (£)?,
(63) S ©
we obtain
1
. 362 (m,)2\°
(6.4) £€= (275 v) ) :
pp
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The remaining constants kg and k3 are obtained by assuming the continuity of w at the points
& and &;. Gathering the above terms together, we finally obtain

_$£4A+ fgéqa _§ < g < §7

The remaining properties stated in Lemma 3.4 are straightforward under Assumption 3.3.

7. Verification of the assumptions in the examples. In this section, we provide the
proofs of Propositions 4.3 and 4.5. We also explain how to construct an explicit almost
optimal strategy.

7.1. Exponential case. We provide here the proof of Proposition 4.3.

Proof of Proposition 4.3. First note that (4.3) together with Assumption 4.2 implies As-
sumption 3.3. Under the boundedness condition (b) of Assumption 4.2, the function h is
bounded; see (4.4). It follows that the map defined in (4.7) is bounded. Moreover, standard
arguments show that comparison holds in the viscosity solution sense for the above equation
in the class of functions with polynomial growth; see [18]. Then, Assumption 3.6 will hold if
one shows that there exists C' > 0 such that

(7.1) 0 <u((,z) < C(l+¢lz|) forall ((,z) e ® xR and €€ (0,1],

in which the left-hand-side inequality is already a consequence of Remark 5.2. This will also
imply Assumption 3.2. The following arguments aim at proving the right-hand-side inequality
of (7.1).

Step 1. We restrict to 0 < e < 1. Set

(7.2) Ve(t, s,p,x) := v(t,s,p,x) + el o &(t,s,xz) for (t,5,p,2) €D xR,

in which < is the solution of (3.7) as constructed in section 6 but for § = ¢ = 1 and Wg/ﬂ'pp = 1.
For later use, observe that it takes nonnegative values. We denote by € the corresponding fj
and h the corresponding h. Then, € and h are constant, and @ depends only on £. Let us
also define

o _ —00 Dy
= T
= npo (0 — .%)(1 — ESW£ o ge) -+ egwé o ge <>\ — 327755) _ A:|
on on
and
T :={(t,s,2) € [0,T] x (0,00) x R: =€ < &(t,s,2) < &}
(7.3) = {(t,;s,2) €[0,T] x (0,00) x R: —e & <z —0O(t,s) < e &};
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recall Proposition 4.1 and (4.5). Lemma 3.4 allows one to characterize the boundaries of this
domain in terms of the function w:

(7.4) 0JF = {& = F&} C {we o0& = F1}.
For later use, note that Assumption 4.2 and Lemma 3.4 imply that
(7.5) (t,s,z) € Jo = {|z| < Ck and lp~tac(t, s, z,p)| < Ck for all p < 0},

in which Cx denotes from now on a generic positive constant which depends only on the
constant K > 0 of Assumption 4.2 and that may change from line to line.

We now fix (t,, So, T,) in the closure of J.. The general case will be discussed in the last
step of the proof. We define (X€, L¢) as the solution of the Skorokhod problem

©dS : .
Xﬁ:xo+/X§ T+/dL:+—/dL§,
to ST to to

(7.6) (.S, X) e T, dt®dP-ae. on [ty T,

+ +
Iz :/t (o5, xereo0sy AL,

in which § = Sf% and L¢ = L" — L¢~, where LT, L~ are continuous and nondecreasing.
To see that the above admits a solution, first observe that Assumption 4.2 ensures that we
can find k € R such that —€ + 6 > & on [0,7] x (0,00). Hence, the process X¢ satisfies the
above if and only if X¢ — k > 0, in which case

X — k= (x,— K)exp </ (n— 302)dr +/ dW- +/ dLSt —/ dl_/i_) on [to, T
to to to to

with dLF = dL* /(X¢ — k). Thus, solving (7.6) is equivalent to finding the solution (X*¢, L¢)
of the Skorohod problem

Xezln(xo—/ﬁ)—k/(u—%UQ)dT—F/ dWT—F/ dl_fr—/ dL<,

to to to to
U- <X°<U", dt®dP-a.e. on[t,T],

L+ 2/ X{X;:Ui}dLii,
to

in which

U i=In(—r+ (e &+ 0)(-,9)).

Existence now follows from [39, Lemma 6.14]; see the constructive proof for the fact that the
solution is adapted.
We next define (Y€, P¢) as the solution of

(7.7) Y€ :yo—/(1+e3)dL;++/ (1—€)dLs, P° :po+/ ac (t, 8., PS, X¢) dW,,
to t to
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in which p, < 0 and y, := ¥(to, So, Do, To) + ¢ for some ¢ > 0 to be chosen later on. The
existence of a unique strong solution to (7.7) follows from (7.5), and the process P€ is a
martingale.

Step 2. We now apply [to’s lemma to ¢¢. The definition of 4 and the above dynamics
lead to

T
Yi — (T, Sr, P;, X3) = ¢ — / (ESX + ,CP‘SX) Ve (1,87, Pr, X5)dr
to
T
- [l S v s P L
to
T
R RRACE S Ok
to
T ~
- c—/ (ESX +£P‘SX) V¢ (1, Sy, PE, XE) dr
to
T
- 63/ [1+ ¢ 0 & (1, Sy, XO)] dLET
to

T
6 [l mco g n 8, XON AL
to

We next appeal to (7.4) and the characterization of L, L¢~ in (7.6) to provide a lower bound
to the last expression:

T
(7.8) Y& — oS(T, S, P, X5) > ¢ — / (ESX + LP‘SX> W (1, S5, PE, XE) dr =: ¢ — EE..
to

We first consider the left-hand-side term. The definition of ¢)¢ and the identities v(T), s, p,x) =

g(s) —x — %ln(—p) (see Proposition 4.1) lead to

1
Vi + £(XF) = g(Sr) + In(~Pf) 2 Yf — (T, 7, P, X5) + y°(T, Sr. Pf, X7)

+(X5) — g(Sr) + }71n<—P%>

> Y§ — (T, St, Py, X5) + e'co 0 &(T, Sr, X5)
3 €
— € ’XT‘

Recall that @0 > 0. We also know from (7.5) and (7.6) that |X%| < Ck. Hence, we deduce
from the above that

1
(T9) Vi £ (XF) —g(Sr) + | In(~Pf) > Y — (T, Sr, Pj. X) — Cxee’

We now consider the right-hand-side term in (7.8). Since m, > 0 and <o do not depend on p,
one can apply the expansion of Lemma 5.4. It implies

T 2 2
(7.10)  Ec= <027756(7'> S, Xﬁ)Q + %52({755 0 &e)(7, 57, X7) + Re(T, S.,-,P;,Xf)> dr
to
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in which the map R, is given by (5.13) for ¢ := 0 and w := .

Direct computations based on condition (b) of Assumption 4.2, the specific forms of @ and
m, and (7.5) lead to |R¢| < Ck on the closure of J., and therefore |R.(-, S, P, X)| < Ck. It
also follows from Assumption 4.2, (4.4), and (7.3) that |[&(-, S, X)| < Ck. Finally (6.5) above
for the coefficients entering in the definition of <o provides a uniform bound for the remaining
term. Therefore

(7.11) |Ee| < Ck.
Combining (7.8), (7.9), and (7.11) leads to

1
(7.12) Y7+ (X)) —g(St) > c— p In(—P%) — Cgeé?.
Recall that Cx depends only on K but not on ¢. Hence, we can choose ¢ = (C + 1)€? and
obtain from the previous inequality that

W (Yf + £(XF) — 9(S1)) > Phe ™,

so that
(7.13) E [0 (Yf + £(XF) = g(S1))] > poe ™",

since P€ is a martingale.

Step 3. Note that the strategy L¢ does not satisfy the admissibility condition (2.3).
However, in Step 4 below we overcome this by replacing L€ by appropriately stopping it (see
definition (7.15)). Toward this goal we start by proving below that the latter inequality implies
that

(7'14) sup E [\I/(AE’L)] > Do,
Leﬂe(t07307y07x0)

in which we abbreviate notation by setting
Ae,L — Y%07yo:57L + KG(X%J[NSO’L) _ 9(5’;?750).
Hence,

Yo = U(tm Soapo) + 64@ © ge(tm Soapmxo) + (CK + 1)62
> Ue(tmsmpo’xo)a

and therefore

Ue(toy S0y Pos xo) =2 (UE - 'U) (tm S0y Pos xo)
< 2o §e(toa So, Po, xo) + (CK + 1)'

Recall that Assumption 4.2 implies that eco o & has linear growth in x, uniformly in its other
variables and in 0 < € < 1; see Remark 3.5. The latter leads to the right-hand-side inequality
of (7.1).
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Step 4. We now prove our claim (7.14). Recalling (7.5) and the fact that g is bounded,
(7.12) implies that

T
i+ €(X5) 2 ~Coc = [ oW
to

for some predictable process v which satisfies |y¢| < Ck for all 0 < ¢ < 1. Then, it follows
from [36] that

T
Vo 2 -Cr -8 | [ o 2]
to
> —Cg + M€,

in which M€ := — ft.o ~edW, satisfies E[e?75%Plto.71 1M ] < O
Given k > Ck, we now denote by 75 the first time after ¢, such that Y + ¢¢(X€) = —k.
Set

(7.15) Lok = Lf, .
Then, L being continuous, L € £¢(t,, 50, Yo, T,) for all k > 1. Moreover, since ¥ < 0,
W(ASE) = W(AE") <~ (k)L <qy < —U(—R)Lsupy,p, (MehCrc )
We next use (7.13) and the Markov’s inequality to obtain
poe " <E[W(AL)] <E [@(A@Lf”f )] —U(—k)C e = E [W(AE’LG”“)} + Cre™,
Then, taking
(7.16) kim0t n (po(e ™ = 1)/Ckc ) +1

leads to (7.14), recall that p, < 0.

Step 5. It remains to explain how to consider the general case (t,, S0, o) € [0, 7] x (0, 00) x
R. First note that an immediate transfer allows one to pass from the initial position (y,,x,)
to (y),x)) with

(T.17) Yo == yo + L(z0 — 7),
(7.18) ! := 2y + [—€ E(to, 50) + O(to, S0) — o] T — [0 — € E(to, 50) — O(to, S0)] T

By Remark 5.1, one has

— T, + 63]% A
— T, + 63(CK + |z,|),

G(tm S0, Do, :IZ/O) +2x
e(tm S0y Do, .%'i)) +2x

UE(th S0, Pos 1'0)

O >~0o ™~

<w
<w
in which the last inequality follows from Assumption 4.2. Hence,

(v = 0)(to, S0, Doy To) < (V5 — ) (Lo, Sos Pos Th) + To — X + 2 — 6 + e (Cx + |zo|)
< (v° = v)(to, S0, Doy ) + € (Crc + |2o)).

Since (t,, So, ) belongs to the closure of J, we can apply the analysis of the preceding steps
to conclude. |
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A by-product of the above argument is the explicit construction of a strategy L€ which
is O(e?)-optimal for the problem with transaction costs. The constant C in the following
proposition can be recovered in terms of the constant K of Assumption 4.2.

Proposition 7.1. Let the conditions of Proposition 4.3 hold. Then, there exists a constant
Ck > 0 such that the following holds: Fix (to, So,Zo,Do) € [0,T] x (0,00) X R X (—00,0),
€ (0,1), let

Yo = z/Je(tm S0, Do, 1’0) + ¢ (CK + 1) s

where ¢ is defined as in (7.2), (y.,x)) be defined as in (7.17)~(7.18), L% be given by the
solution of (7.6)~(7.15)~(7.16) for the initial condition (to,s,,2),%.), and L€ := L% + 2! —x,;
then

(7.19) E |W(ASE M > Do and yo = v(te, S0; Pos To) + O(€2).

to,50,Yo,To

Proof. We first prove the left-hand-side inequality of (7.19). When (¢,, so, Z,) belongs to
the closure of 7, defined in (7.3), then (z),4)) = (20, yo) and this is an immediate by-product
of the construction made in the proof of Proposition 4.3. The general case is treated as in
Step 5 of the proof of Proposition 4.3, observing that

¢E(t0a S0y Pos xo) = W(to, S0y Do, $i)) + xé — Zo + €3|xo - l‘i)| = we(tm S0y Po, -Ti)) - €€($o - xi))

by Proposition 4.1 and (6.5).
To prove the right-hand-side identity in (7.19), it suffices to use Proposition 4.3 and to
recall (6.5):

(77/)6 - UE)(tm So,Pos xo) = (W - U)(tm So, Po, xo) + (U - UE)(tm So,Pos xo) = 0(62)- |

Under additional regularity conditions, one can obtain a strategy which is optimal at the
leading order €.

Proposition 7.2. Let the conditions of Proposition 4.3 hold. Assume further that |s%5ss| <
K on®. Then, there exists Cx > 0 such that the following holds: Fix (to, So, %o, Do) €
[0,7] x (0,00) X R x (—00,0), € € (0,1), set

Yo = (v+ €l + €'w 0 &) (to, S0, Do, o) + € (Cx + 1),

let (y),xl) be defined as in (7.17)7(7.18) with € in place of €, let L% be given by the solution
of (7.6)—(7.15) for J. defined with & in place of & and for

k:=—-n"'ln (po(e_"€3 - 1)/CK) +1
and the initial condition (to,s,,2),%.), and set L€ := L% + 2! — x,; then

E ‘IJ(AE’LE )} > po and Yo = v(to, Sos Doy To) + 0(63).

to,50,Yo,To
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Proof. We only sketch the proof since it is a straightforward adaptation of the proof of
Proposition 7.1; see also the proof of Proposition 4.5 below.

We follow line by line the arguments of the proof of Proposition 7.1 but with ¥¢ and J;
defined by

Y= v+ a4 fwo &,
Je = {(t,s,2) € [0,T] x (0,00) x R: —&(t, s) < &(t,s,x) < &(t, )}

The fact that @ is a classical solution of (3.5) while w solves (3.7) implies that the counterpart
of (7.10) is

T
E€:/ R (1,5, P£, X5) dr,
to

where R, is given by (5.13) for ¢ := 4 and w := w. Observe that (7.5) remains in force since
neither @ nor w depends on p and siis and sws o {17 are bounded. Under our additional
assumptions, it is easy to check from the proof of Lemma 5.4 (see (5.13)) that |E.| < eCk:
the additional assumption that s2ds is bounded allows us to control the term Lgw in RS,
whereas the other terms are bounded by Assumption 4.2. |

7.2. Power case. We now provide the proof of Proposition 4.5. Since it is very close to
the one of Proposition 4.3, we focus on the differences.

Proof of Proposition 4.5. We only show that, for any compact subset B, C (—o0, 0), there
exists ¢, €, > 0 such that

(7.20)  u((,x) < co(l+€lx|) forall (¢,z) €]0,T] x (0,00) x B, xR | €€ (0,¢,).

From now on, we fix a compact subset B, C (—00,0). We also fix another compact set
B C (—00,0) such that B, C Int(B) and denote by Cp > 0 a generic constant that depends
at most on B, and that may change from line to line. It will be clear later on that B can be
chosen in terms of B,.

Step 1. We first deduce from (4.9) that for (¢,p) € [0,T] x (—o0,0) one has

m -1 ~
0(t,p) = i (=p) 7, 8(t,p) = 0(t,p) (5t — 1)s @lp) = 255 (—p),
0.2

hlt,p) = % 25 (1 p)EL D)%, E(tp) = (300602 22 (1))

Tpp

(7.21)

Let (wo, h) be defined as in Lemma 3.4 and note that (w(-, ), h) depends only on p for £ € R.
Let @ be the solution of (3.7). It is not difficult to deduce from (7.21) that one has

(722) f(t7p> = f(ta _1)(_]7)_% with f(7 _1) € Clzoo([()?T]): f € {9757é7h7ﬁ}'
We set

—0q Dy
vy

U =v+h+ etwok, af =
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and

A~ A~

(7.23) Je = {(t,p,x) € [0,T] x (—00,0) x R: —=&(t,p) < &(t,p,x) < &(t,p)}.

We now fix (%o, So, o) in the closure of J¢, the general case being handled as in Step 5 of the
proof of Proposition 4.3. We let p, € B and

(724) Yo = C+"/}€(t0a807p07x0)

for some ¢ > 0 to be chosen later on. We next define (Y€, X€, S, L, P¢) as in the proof of
Proposition 4.3 but with (w, §) in place of (<7, ), namely,

P —po+ / i (7,5,, PS, XE) dW,,
to

X¢ =g, + X;dST+/ dL;+—/ dL™,
(7.25) to  Or i, to

(P, X% e J. dt®dP-a.e. on [t,,T],

+_ [ +
¥ _/t X{(rpg x50y Hrs

and

Y=y, — / (1+ e?’)derJr —{—/ (1-— eg)dLi_, Yo := ¢+ VUV (to, S0y Doy To)-
to t

We claim that a solution exists and that, for all ¢ > 0, there exists quB > 0, which depends
only on B and ¢, such that

(7.26) sup E
e€(0,1]

sup (| PF|? + | P 77)
te(to,T)

<,

This will be proved in Step 3 below. Since @, > 0, and @ does not depend on x, the same
arguments as in Step 2 of the proof of Proposition 4.3 lead to

(7.27) Y4 0(X) > e+ (-, S, P5,0) — 2E.(-) > ¢ +v(+, S, P5,0) — E,,

where

e (07 Tep e 0% 0 ¢ pe
Ee = G‘X ’ + - §€ + —0 (w§§o§e> +HU+RE (TvX‘r?PT)dT
to \ 2 (7p)? 2

= €| X|+ [ Re(7,S-, PL, X5)dr,
to

in which the second equality follows from the fact that @ and w solve (3.5) and (3.7), respec-
tively, and R, is defined in (5.13) for ¢ := % and w := w. Observe that all the functions in the
definition of R, are powers of the p-variable multiplied, at least, by €. Moreover, the definition
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of X¢ combined with (7.23) and (7.21) implies that X ¢ is also controlled by a polynomial in
|P€|. Namely, we can find gg, Cz > 0, which only depend on 3, such that

t
(7.28) ¢ [ |Re(r, 8, PE, XE)|dr + |XE| < TS := Cgsup(1 + | P<|"% + | P|9), t € [t,, T).
to [to,t]

5/2

We now take ¢ = 3¢’/“. Since v > —k, (7.27) implies

Y4 09(X) > —k + 272 + H2(1 — /219,

Let 7 be the first time such that Y€ 4 £¢(X*) is equal to €*/2 — k. We let (Y€, X¢) be defined
by the strategy in which we follow L€ on [t,, 7¢| and liquidate the position at 7, i.e.,

(Y, X) = (Y, Xy ront) + (Yipr £ ar) Lronr, Ty

Note that this strategy is admissible by construction. Set A, := {G%I‘ﬁp < 1}. The inclusion
A C {7e > T} follows from the last inequality and the fact that I'“ is nondecreasing. We then
obtain

E[0(VF +6(X))| 2 E [ w22+ 0(PR)1a, | — 1W(2 — n)|P[A]

>E
> E[Pf] - (B [IPf2)2 + [9(&/2 — w)]) B[4S}
(7.29) = po— (B[IPFP]Z +|0( — )] ) P[4,

in which we used the fact that P¢ is a martingale by (7.26). We now appeal to (7.26) and
(7.28) to obtain

E[|P5P] < Cp , [U(&? — k)| =

= W, and ]P)[AS] S €6+56E |:|F§1|12+106:| S €5BCB€6.
€

Combining the above shows that, for some cg > 0, which only depends on B,
E |W(YF +(X5))| = po — cpe’

and therefore, by (7.24), our choice ¢ = 3¢°/2, and the facts that @, w satisfy (7.22) and that
v€ is nondecreasing in p,

(730) 'Ue(tm SosPo — 63637 xo) < 'U(to; S0, Pos xo) + 6365/2

for some constant ¢g > 0 that only depends on B.
Step 2. Since ¢g does not depend on p, € B, the above is true for any p € B in place of
Po- Set u(p) := p + €2 for p € B,, and recall that B, C Int(B). Then,

0>L(p)—6363:p+65/2—5363Zp forallpe B, and 0 < e < ep
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for some ep € (0, 1) such that p+ 653/2 € B for all p € B,. For the rest of the proof, we assume
that p, € B,. Then, (7.30) applied to ¢(p,) in place of p, and the fact that v¢ is nondecreasing
in p imply that

V(to, S0, Po, To) < V(to, S0, t(Po) — 5B€37 z,) < (to, So, t(Po), To) + 5365/2-

We now use (4.9) to obtain

5/2

52|75
B -
B ) + cpe™’”.

Ue(tm 3071707»7}0) < U(tm 307170:1'0) + 65/25_1‘m(t0)’ Pot+ €

This proves (7.20).
Step 3. It remains to prove our claim. Using (7.22) and (6.5) below, we obtain that a¢ is
locally Lispchitz on J. and that there exists a function f € Cp°([0,77) such that

1.1
—p)7F
|ac(t,p,z)| < (=p) ) |—ox + elorme o &c(t,p,2)|, (t,p,x) €[0,T] x (—o0) x R.
m

() + £ (
It follows from (7.22) and (ii) of Lemma 3.4 that

(7.31)

a“(t,p,z)| < Cklp| for (¢t,p,7) € Je

and for € small enough with respect to f and m. In particular, the existence to the system
(7.25) will automatically imply (7.26). For p > 0, set B, := [—e”,—e™?] and let a“” be a
Lipschitz function such that a* = a“ on [0,7+1] x B, xR and a“” = 0 on [0, T'+1] x B, x R.
Here all functions are extended to [0, + 1] by taking their values at 7" on [T,T + 1]. The
set J& = ([0,T + 1] x (B2,) x R) N Je is bounded and it follows from [25] that there exists
a strong solution (P%*, X%P) to (7.25) with a%? in place of a¢. Let 7¢ be the first time after
to when P reaches the boundary of B,. For p > [In(—p,)|, (X“*, P9?) solves (7.25) on
[to, 78 A'T]. Tt follows from (7.31) that 7& A (T + 1) converges to T' + 1 in probability as
p — oo. Hence, after possibly passing to a subsequence (7¢"),>1, it converges almost surely
toT 4+ 1 as n — o0o. Let us set

(XE’ PE) = (xmpo)l{to} + Z 1]]7_5”71/\7177_5”/\71]] (X@pn’ Pﬁvpn)
n>1

with the convention 7£° := tg. Since (XPn, PPn) = (X&Pntk P&Pntk) on [t,, & AT, for all
k > 1, it solves (7.25) on each [t,, 7" AT], n > 1. Since (7€ A (T +1)),>1 converges almost
surely to 7'+ 1 as n — oo, (X, P€) solves (7.25) on [t,, T. [ |

Remark 7.3. The same arguments as in the proof of Propositions 7.1 and 7.2 show that
the above allows to construct a strategy L€, based on the sole knowledge of v, @, w, and 0,
satisfying E[W(AS )] > po for

to,50,Y0,%o

Yo = (v+ €+ €'w 0 &) (to, S0, Po, T) + Ce/?
— ve(tov 507p07 xo) + 0(62)7

where C' > 0 can be computed explicitly.
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Conclusion. We have considered the problem of option hedging according to an expected
loss constraint in a market with proportional transaction costs. By using the dynamic pro-
gramming approach, an asymptotic analysis for small transaction costs has been done around
a tractable frictionless model. From this general methodology, approximate explicit formulae
can be obtained in the special cases of exponential and power utility functions. This allows
one to considerably reduce computational efforts in practice. The correction term is computed
using the formulae provided in the paper for several different values of parameters. The ease
of these computations verifies the reduction of computational effort.

Appendix. We provide here the proofs of Theorem 2.1, Theorem 2.3, and Proposition 2.2
for completeness. These results are essentially known but our framework requires some slight
adjustments.

Proof of Theorems 2.1 and 2.3. We focus on the proof of Theorem 2.1. Theorem 2.3 is
proved by combining the following arguments with the results of [12] instead of [9]. The
arguments of [9] cannot be applied per se to obtain Theorem 2.1 because their Standing
Assumption 4 may not hold in our context. We explain briefly how to modify it. First, this
does not alter the proof of (GDP1) in [9, Corollary 2.9], which in turn leads to the viscosity
supersolution property by the same arguments as in [9, section 5|. Similarly, the proof of the
subsolution property [9, section 5] can be reproduced once (GDP2) stated in [9, Corollary 2.9]
is valid. It is the case, by [9], if one imposes the additional constraints V%61 4 ge(Xtw:sL) >
—c on [t,T], with ¢ > 0 fixed independent of the control L. Their standing Assumption 4
is then satisfied; see [36, Lemma 3.3] which imposes a uniform L? bound on the admissible
controls L. Then, the corresponding value function v*¢ satisfies that its upper-semicontinuous
envelope v°* is a viscosity subsolution of (2.7) on {v®® *(t,s,p,x) + £(x) > —c}, by [9,
section 5]. The sequence of corresponding operators converges to the one of (2.7) as ¢ — 0.
By standard stability results for viscosity solutions (see, e.g., [4]), this implies that the relaxed
semilimit v * defined by v>>*(t, s, p, ) := UM SUD (. o 1 2/) (0o t,s,p,) V7 (ts 8", P, 27) is
a viscosity subsolution of (2.7). Note that v©°°* > v by monotonicity. It remains to check
that the converse inequality holds. But the admissibility constraint entering in the definition
of £¢ means that, for all + > 0, we can find ¢, > 0 such that v9¢ < v+ < v* 4 4. [ |

Proof of Proposition 2.2. Let us first fix z > 7(¢, s,p). Then, we can find (9,a) € U x 2
such that W(ZL*" — g(5L%)) > PLP“. Recall from the discussion after (2.6) that we can
restrict P%’p "“ to take values in the image of U and therefore in the domain of definition of ®.
Since ® is nondecreasing, it follows that erp’s’z’ﬁ > g(Srfp’s) + @(P;:p *“). Then, the convexity of

® and the fact that ® o I is the identity imply
t,8,2,0 t,s ~t,s / ~ .S t,p,x ~ i,
25 2 g (S°) + @0 1GQIY) + @' 0 1(GQY) (PP — 14Q5))
— g (S°) + @0 1aQY) +dQ (PR — 14QY)).

We conclude by taking expectation under Qb%. Since Z*%7 is a Qb*-supermartingale, as a
local-martingale bounded from below, and PP a P-martingale, the definition of ¢ and Q%*
lead to y > v+ G(p — p) = v, where 7 denotes the right-hand-side term in (2.9). This shows
that 7 (t,s,p) > .
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To see that the reverse inequality holds, just observe that our integrability condition
implies that we can find ¥,, € U(t, s, z,) such that

2y = Hy = (9(SF) + @ 0 1GQF)) v (—n),

in which z, := EQ°[H,] | v as n — oo. Then, E[¥(H, — g(S5*))] | E[I(§Q%%)] = p, by

monotone convergence and definition of §. |
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