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ABSTRACT

Novel silicon-based materials (a-Si, poly-Si, SiGe) based on chemical vapor deposition have been used to fabricate poly-Si thin film transistors (TFTs), and Si three-dimensional photonic bandgap crystals, and SiGe single-hole transistors.

Polysilicon films created by solid-phase crystallization of a-Si are of great interest. The low transport mobility of poly-Si TFTs relative to single-crystalline Si MOSFETs is due to scattering from grain boundaries and intragranular defects in poly-Si films. To remove grain boundaries, we used a hydrogen plasma treatment of an a-Si film through an opening hole (≤ 0.6 µm in diameter). Subsequent anneals at 600 °C lead to a single-grain silicon film in the hole. By removing the underlying SiO₂ of a-Si film, the intra-grain defect density in poly-Si was reduced by one-order of magnitude from ~10¹¹ cm⁻² to ~10¹⁰ cm⁻². These improvements are thought to be able to improve the electrical performance of poly-Si TFTs.

Photonic crystals prohibit light propagation in a specific wavelength range. 3-D periodic face-centered-cubic structures made of SiO₂ spheres by self-assembly cannot form a photonic bandgap. We used a-Si chemical vapor deposition and wet chemical etching to successfully invert the periodic structures from SiO₂/air into air/Si with a relatively higher refractive index contrast. The key deposition condition is the extremely low partial pressure of SiH₄ gas, which leads to a long mean free path of Si atoms and conformal growth on silica spheres. Unity reflectance occurs at a wavelength of 1.3 µm in <100> and <111> directions.

The usefulness of Si-based quantum dot devices is limited by the existence of defect states related to the SiO₂ passivation, resulting in irreproducible and undesired characteristics. A new nanopatterning technique of Si/SiGe heterostructures based on the AFM local oxidation and selective wet etching has been developed to fabricate SiGe quantum dot devices. To remove the negative effects of SiO₂, the surface of patterned SiGe dots was passivated by silicon epitaxial regrowth with in-situ hydrogen pre-baking.
at $T \leq 800 \, ^\circ\text{C}$. The regrowth interface was epitaxial, characterized by SIMS, photoluminescence, and cross-section TEM. In contrast with the unpassivated SiGe quantum dot device, the passivated SiGe single-hole transistor exhibits reproducible Coulomb blockade oscillations.
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Chapter 1

INTRODUCTION

1.1 Motivation

Since the electrical transistor was invented in December 1947 by John Bardeen, Walter H. Brattain and William Shockley \cite{1}, and the 1st commercial silicon transistor was announced in May 1954 by Texas Instrument \cite{1}, silicon-based materials have been the dominant semiconductor in the integrated circuit (IC) industry. This success is due to their relatively high temperature stability, excellent insulator interface, and low cost. In one Intel Pentium IV CPU chip there are more than 60,000,000 transistors on a silicon substrate \cite{2}. Silicon, which is next to oxygen the most common element in Earth’s crust, accounts for 98.6% of the 2002 IC market, and will continue to be the dominant semiconductor material in the near future (see Table 1-1).

<table>
<thead>
<tr>
<th>Global IC market by material</th>
<th>2002 IC market</th>
<th>Predicted 2007 IC market</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon</td>
<td>98.6%</td>
<td>97.6%</td>
</tr>
<tr>
<td>GaAs and other III-Vs</td>
<td>1.2%</td>
<td>1.6%</td>
</tr>
<tr>
<td>SiGe</td>
<td>0.2%</td>
<td>0.8%</td>
</tr>
<tr>
<td>Total value ($ billion)</td>
<td>120.5</td>
<td>190.8</td>
</tr>
</tbody>
</table>

Alloys of Column IV elements silicon and germanium (referred to a SiGe), have larger lattice constant and lower energy bandgap than Si. The lower energy bandgap of SiGe leads to a higher current gain in Si/SiGe heterojunction bipolar transistors (HBTs)
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Tensile strain in silicon, introduced by epitaxially growing Si on a relaxed SiGe layer, can enhance the electron mobility in metal-oxide-semiconductor field-effect-transistors (MOSFETs) \[^5\]. All these may explain why SiGe is expected to be the fastest growing semiconductor material in IC industry, with a four-fold increase in IC market share from 2002 to 2007 (Table 1-1).

Therefore, the study to improve performance of Si-based materials and devices and to expand their applications to new fields is important, and will significantly benefit the IC industry. In this thesis, we will study the solid-phase crystallization (SPC) of amorphous Si (\(a\)-Si) for thin film transistors (TFTs), \(a\)-Si deposition for three-dimensional photonic bandgap crystals (PBCs), and Si/SiGe heterostructure nanopatterning, leading to quantum dot devices.

### 1.2 Si-Based Thin Films

![Crystalline structure of c-Si, poly-Si and a-Si.](image)

**Figure 1-1.** Crystalline structure of c-Si, poly-Si and a-Si.

According to crystallinity, silicon materials are divided into three groups: single-crystalline silicon (c-Si), poly-crystalline silicon (poly-Si), and amorphous silicon (\(a\)-
Si). Their structures are schematically shown in Fig. 1-1. In c-Si, silicon atoms are periodically arranged, forming the diamond cubic lattice structure. Poly-Si has crystalline domains, called grains, which have different crystalline orientations, forming grain boundaries. In α-Si films, silicon atoms are randomly situated without long-range crystalline order, although most atoms are still four-fold coordinated. Silicon atom dangling bonds lead to localized states in the energy bandgap of α-Si, resulting in lower transport mobilities of α-Si films than those of poly-Si and c-Si.

All these thin films are commonly grown by chemical vapor deposition (CVD) from gas sources. Plasmas are sometimes used to enhance the generation of precursor species, and thus increase the deposition rate.

1.2.1 CVD Growth of α-Si and Poly-Si

Silicon TFTs are widely used in active matrix liquid-crystal displays (AMLCDs) on glass substrates to address pixels. Large-area, 54-inch LCD displays \[^6\] are an example of this technology. Flexible electronics are fabricated on thin substrates of plastic and steel. When substrates are amorphous, silicon thin films grown by CVD are α-Si or poly-Si, depending on the parameters of CVD processes, such as gas composition, gas flow rate, substrate temperature, chamber pressure, plasma power, etc. For example, using SiH\(_4\) gas in low-pressure chemical vapor deposition (LPCVD), deposited films are α-Si for growth temperatures below 550 °C, and are poly-Si for growth temperatures above 625 °C, as will be shown in Chapter 3. This is because α-Si clusters deposited on amorphous surface crystallize to form poly-Si nuclei at temperatures above 600 °C. This is called “as-deposited” poly-Si or “direct deposition”. CVD has the advantage of conformal growth compared to evaporation and other methods. Thus we can fill voids and cover complex surfaces. This will be exploited in Chapter 3 to form “inverted opals”, which are 3-D PBCs in Si-based materials \[^7\].
1.2.2 Crystallization of $a$-Si

Poly-Si can also be obtained by the crystallization of precursor $a$-Si thin films. Compared with crystallized poly-Si, poly-Si films by “direct deposition” tend to exhibit rough surfaces and smaller grain sizes \[^{[8]}\], thus resulting in a relatively low field-effect mobility. The crystallization of $a$-Si can be accomplished by solid-phase crystallization (SPC) or laser crystallization. During laser crystallization, substrate is kept at a low temperature, the top $a$-Si film is melted by a pulsed or continuous laser, and then crystallized in subsequent cooling. TFTs made in laser-crystallized poly-Si films have field-effect mobilities up to 640 cm\(^2\)/Vs for n-channel TFTs and 400 cm\(^2\)/Vs for p-channel TFTs \[^{[9]}\], close to those of c-Si. However, laser crystallization requires sophisticated optical instruments for beam uniformity, and has low reproducibility. SPC of $a$-Si by furnace annealing at temperatures above 600 °C is the simplest and most widespread technique. SPC poly-Si has a higher defect density (microtwins and dislocations) in grains than laser-crystallized poly-Si, resulting in lower mobilities of TFTs. The reduction of intragranular defect density and the removal of grain boundaries in poly-Si by SPC will be studied in detail later in Chapter 2.

1.2.3 Epitaxial Growth of Si and SiGe

When the substrate is a single-crystalline silicon wafer, epitaxial CVD growth can occur, leading to a c-Si thin film. Relaxed $Si_{1-x}Ge_x$ has a greater lattice constant than that of Si. The lattice constant depends on the concentrations of Si and Ge:

\[
a_{SiGe} = (1 - x)a_{Si} + xa_{Ge} .
\]

Thin pseudomorphic SiGe layers which are epitaxially grown on c-Si substrate are under compressive strain in the plane parallel to the surface of Si substrate. This results in the increase of the vertical lattice constant of the strained-SiGe, $a_{SiGe,\parallel}$.

\[
a_{SiGe,\parallel}(x) = a_{Si} \left[ 1 + \frac{C_{11}(x) + 2C_{12}(x)}{C_{11}(x)} \cdot \frac{a_{SiGe}(x) - a_{Si}}{a_{Si}} \right],
\]

where $C_{11}(x)$ and $C_{12}(x)$ are elastic constants of $Si_{1-x}Ge_x$, which can be linearly interpolated between their values for Si and Ge \[^{[10,11]}\].
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At Princeton, high-quality $\langle 100 \rangle$ and $\langle 100 \rangle$ Si and Si$_{1-x}$Ge$_x$ epi-layers have been grown on $\langle 100 \rangle$ Si substrates by rapid thermal chemical vapor deposition (RTCVD)\textsuperscript{[12,13]}. The reactor setup is described in Dr. Malcolm Carroll’s Ph.D. thesis\textsuperscript{[13]}. Typical growth conditions of epi-Si are: a hydrogen flow rate of 3 lpm, dichlorosilane (DCS) flow of 26 sccm, pressure of 6 torr, and temperature from 700°C to 1000°C. Germane (0.8 vol.% in hydrogen) is introduced to the reactor for Si$_{1-x}$Ge$_x$ layer growth at a decreased growth temperature of 625°C. The resulting growth rates are summarized in Fig. 1-2\textsuperscript{[14]}.

Figure 1-2. Growth rates of single-crystalline Si and Si$_{1-x}$Ge$_x$ vs. inverted growth temperatures. Si growth parameters include a gas flow of 26 sccm DCS and 3 lpm H$_2$ at a pressure of 6 torr. GeH$_4$ (0.8 vol.% in H$_2$) is added for Si$_{1-x}$Ge$_x$ growth\textsuperscript{[14]}.
1.3 Si-Based Quantum Devices

To date, Moore’s Law has been followed by the semiconductor industry for close to half of a century. It has now reached “90-nm technology” with transistor channel lengths equal to about 50 nm. As the semiconductor device feature size enters the sub-100-nm range, phenomena related to quantum mechanics (wave and particle duality) appear. Quantum effects in ultra-small electronic devices are unavoidable. One kind of quantum effect, which is rooted in the wave nature of the charge carriers, is resonant tunneling and quantum interference. Another is related to the quantized nature of the electronic charge, the so-called single-electron tunneling.

Single-electron devices have attracted much attention, with proposed applications of memory, logic and quantum computing in the future. Their operation relies solely on the Coulomb interaction and the quantized nature of the electron charge. Electrons tunnel in and out of a quantum dot one by one, resulting in conductance oscillations of the transistor with varying gate voltage. In the past decade, people have made extensive studies of quantum dot devices on GaAs/AlGaAs, but little on Si or Si/SiGe, though silicon is the dominant material in the IC industry. Most of the demonstrated Si-based quantum dot devices have a MOSFET structure with a Si/SiO₂ interface. Due to the amorphous nature of SiO₂, defect states at the Si/SiO₂ interface can trap electrons and act as parasitic extra quantum dots, resulting in undesired electrical characteristics. Eliminating the interface states in Si-based quantum dot devices is the goal of Part II of this thesis. We first developed a low-energy technique of nanopatterning Si/SiGe heterostructures: AFM nano-lithography and selective wet etching. With silicon epitaxial regrowth to passivate the patterned quantum dot device, a SiGe single-hole transistor without Si/SiO₂ interface states has been demonstrated, exhibiting reproducible Coulomb blockade oscillations.

1.4 Thesis Outline

This thesis is divided into two parts.
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Part I focuses on improving the quality of solid-phase-crystallized poly-Si thin films and the a-Si chemical vapor deposition on a self-assembled opal structure to form a 3-D photonic bandgap. In chapter 2, SPC of a-Si is investigated. The electrical characteristics of poly-Si TFTs are significantly dependent on the microstructure of poly-Si: grain-boundaries and intragranular defects. First, using a hydrogen plasma exposure to a-Si in a selective small region, we achieved single-grain silicon film at designed locations by subsequent furnace annealing. To reduce the intragranular defect density of crystallized poly-Si films, a-Si cantilever structures without underlying silicon oxide were fabricated before SPC, which also enlarged the grain size of poly-Si. Chapter 3 presents 3-D silicon PBCs fabricated from self-assembled opals inverted by a-Si deposition and subsequent wet etching. Different CVD deposition conditions of a-Si have been studied to fill the interstitial space of opals. Optical measurements indicate a near unity reflectance at the wavelength of 1.3 µm, indicating that a true photonic bandgap has been achieved.

Part II investigates the fabrication of Si-based quantum-dot devices. Chapter 4 outlines the history and development of local anodic oxidation (LAO) by atomic force microscopic (AFM) nanolithography. The instrumentation in our lab for AFM local oxidation is presented. In chapter 5, two methods of nanopatterning Si/SiGe heterostructures by AFM local oxidation are introduced. With AFM nanolithography and selective wet etching, we can electrically isolate a 10-nm-thick SiGe layer. To electrically passivate the patterned SiGe quantum devices, we studied silicon epitaxial regrowth on strained SiGe layers. With pre-baking in hydrogen at a relatively low temperature (800 °C instead of 1000 °C), Si regrowth on strained SiGe layer at 700 °C achieves an interface comparable to that without growth interruption. In chapter 6, we demonstrate a SiGe single-hole transistor fabricated by AFM local oxidation and silicon epitaxial regrowth. The electrical characteristics, Coulomb blockade oscillations, are reproducible over the different measurement scans and at different temperatures, in contrast with those of unpassivated SiGe quantum-dot devices.

Finally in chapter 7, we summarize our contributions.
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Chapter 2

SOLID PHASE CRYSTALLIZATION OF AMORPHOUS SILICON

2.1 Introduction

Amorphous Si (a-Si) and poly-Si TFTs are widely used in active matrix liquid crystal displays (AMLCDs) [1]. They are used because they can be made on glass substrates, which are clear to visible light required for displays. Amorphous silicon is in more widespread use, but poly-Si is of increasing interest due to its high mobility. Recently, a-Si and poly-Si TFTs have been used for active matrix addressing for organic light emitting diode (OLED) displays [2,3]. In this chapter, we study the solid-phase crystallization of a-Si to poly-Si.

2.1.1 Why Poly-Si TFTs?

Current AMLCDs are based on a-Si TFT technology. A-Si TFTs are used to achieve ON/OFF switching of each image pixel. Hydrogenated a-Si can be deposited directly on glass substrates by CVD. The low process cost and low OFF current makes a-Si TFTs dominant in active-matrix addressing of displays. However, compared with a-Si TFTs, poly-Si TFTs have a higher electron field-effect mobility (~ 10 – 300 cm²/Vs). Furthermore, no p-channel device is available in a-Si, so CMOS circuits require poly-Si. In active-matrix circuits, the higher carrier mobility of poly-Si TFTs results in a smaller transistor size than a-Si TFTs for same ON current. This will
increase the display aspect ratio between the optical windows and the total pixel size, and thus reduce the power consumption or increase the display resolution. In addition, p-channel poly-Si TFTs can provide electronic circuits to control OLED operation.

Poly-Si could also be used to integrate the driver circuits for the active-matrix arrays. Drivers are difficult to fabricate from \(a\)-Si TFTs because of the low electron mobility and the extremely low mobility in p-channel transistor in \(a\)-Si. Usually, drivers are made of c-Si circuits, which are then bonded to the matrix-addressing array. This is the primary cost of electronics for AMLCDs. To reduce the cost, one can develop TFT active-matrix displays with fully integrated poly-Si driver circuits.

2.1.2 Solid-Phase Crystallization of \(a\)-Si

As described in Sec. 1.2.1, poly-Si can be obtained by direct deposition or by crystallization of \(a\)-Si. Due to the smoother surface and larger grain size of crystallized poly-Si, the crystallization of \(a\)-Si has attracted more interest. Solid-phase crystallization (SPC) of \(a\)-Si, accomplished by furnace annealing, produces highly uniform poly-Si films over large areas, and is a proven batch process. Because the strain points of affordable glass substrates lie near 600 °C, crystallization and further processing are restricted to temperatures at or below ~ 600 °C. However, the full crystallization of \(a\)-Si by furnace annealing at 600 °C historically has required a long anneal time, on the order of 20-60 hr.

Solid-phase crystallization involves two steps: nucleation and grain growth. During nucleation, silicon atoms rearrange themselves from a disordered to an ordered state, forming small crystalline clusters. The crystal cluster spontaneously grows until it reaches a critical size. The critical size of crystal clusters has been estimated to be around 2-4 nm at a temperature of 650 °C. Once the critical size is reached, grain growth will start. The grain growth mechanism is very similar to solid phase epitaxy (SPE). Since the activation energy of nucleation is ~ 4.9 eV, greater than that of grain growth 2.3-2.7 eV, the crystallization rate at low temperatures is primarily limited by the nucleation step. To reduce the crystallization time, various techniques...
have been used to create crystalline “seeds” in an $a$-Si matrix to enhance the nucleation. They include metal-induced crystallization $^{[13,14]}$, germanium-induced crystallization $^{[15]}$, and plasma-induced crystallization $^{[16,17]}$. For example, the hydrogen plasma treatment of $a$-Si enhances SPC by reducing the crystallization time from 20 hr to 4 hr at 600 °C $^{[17]}$. In this chapter, we will show that a single nucleus is formed by exposing a hydrogen plasma to a small area of the $a$-Si film, leading to single-grain silicon films at a designed location, as opposed to a random one $^{[18]}$.

### 2.1.3 Fabrication of Polysilicon TFTs

![Fabrication process of p-channel poly-Si TFTs](image)

**Figure 2-1.** Fabrication process of p-channel poly-Si TFTs. (a) $a$-Si film deposition; (b) SPC of $a$-Si and active island patterning; (c) gate oxide and $a$-Si gate deposition and patterning; (d) boron ion implantation and activation; (e) passivation oxide deposition with subsequent hole opening and aluminum metal contact.
P-channel poly-Si has been fabricated with the process flow shown in Fig. 2-1. Ultimate applications would be on glass, but our experiments were done on SiO₂ on Si substrates for compatibility with the process lab. First, a 150-nm-thick α-Si film is deposited on an oxidized Si substrate at 150 °C by plasma enhanced chemical vapor deposition.

![Figure 2-2](image)

**Figure 2-2.** Electrical characteristics of (a) drain current vs. gate voltage and (b) drain current vs. drain voltage for p-channel TFTs.
deposition (PECVD). The deposition recipe is shown in Appendix A. Then, a-Si film is fully crystallized at 600 °C by furnace annealing for 20 hr, and subsequently patterned into active islands by optical lithography and reactive ion etching (RIE). The gate oxide (~ 130 nm) is deposited at 250 °C by PECVD, followed by a 250-nm-thick a-Si deposition for the gate. After gate patterning, source/drain and gate are ion implanted by boron (B⁺) with a dose of 2×10¹⁵ cm⁻² and energy of 35 keV. The dopants were activated by furnace anneal at 600 °C for 20 hr. RF hydrogenation at a temperature of 350 °C and power of 0.6 W/cm² was then performed in the PECVD chamber in order to passivate the silicon dangling bonds at poly-Si grain boundaries [19]. After hydrogenation, a 250-nm-thick passivation oxide is deposited, followed by contact hole opening in the oxide. Finally, aluminum was thermally evaporated and then patterned by optical lithography and wet etching. The sample was annealed in forming gas (mixture of 10% H₂ in N₂) at ~ 250 °C for 90 s in a rapid thermal annealer. The whole fabrication process has been optimized, with details given in Ref. [20].

<table>
<thead>
<tr>
<th>Electric Characteristics</th>
<th>N-MOSFET 250°C PECVD oxide</th>
<th>1000°C thermal oxide</th>
<th>P-MOSFET 250°C PECVD oxide</th>
<th>1000°C thermal oxide</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ_{field} (cm²/Vs)</td>
<td>38</td>
<td>110</td>
<td>19.2</td>
<td>75.6</td>
</tr>
<tr>
<td>V_{th} (V)</td>
<td>0.8</td>
<td>0.1</td>
<td>-11.8</td>
<td>-2.8</td>
</tr>
<tr>
<td>Subthreshold Slope (V/Dec)</td>
<td>1.6</td>
<td>0.5</td>
<td>1.4</td>
<td>0.4</td>
</tr>
<tr>
<td>I_{on}/I_{off}</td>
<td>&gt; 1×10⁶</td>
<td>1×10⁷</td>
<td>&gt; 1×10⁶</td>
<td>1×10⁷</td>
</tr>
</tbody>
</table>
The electrical characteristics of the TFTs are well behaved. Typical characteristics of drain current vs. gate voltage and drain current vs. drain voltage are shown in Fig. 2-2(a) and (b) respectively. TFTs with channel length from 2 µm to 50 µm were fabricated, showing results with field-effect mobilities of 10-20 cm²/Vs, subthreshold slopes of 1.2-2 V/Dec., and ON/OFF current ratios of 10⁶-10⁷.

TFTs with a thermal gate oxide grown at 1000 °C were also fabricated. The oxide thickness was ~ 35 nm. The electrical characteristics of TFTs are summarized in Table 2-1, including n-channel TFTs from Ref. [20] by a similar process (prior work in our lab). It is not surprising that n-channel TFTs have slightly higher field-effect mobilities than p-channel TFTs. However, TFTs with a high-temperature thermal gate oxide have much higher field effect mobilities than those with low-temperature PECVD gate oxide. This may be attributed to the low density of interface states between the thermal oxide and poly-Si, or to the decreasing of the intragranular defect density in poly-Si grains during high temperature annealing[21]. The high-temperature process is not fit for glass substrates with strain point of ~ 600 °C. A method to reduce the intragranular defect density of SPC poly-Si films with process temperatures not greater than 600 °C is required, and will be studied in Sec. 2.3.

2.1.4 Microstructure of SPC Polysilicon

Compared with the electron and hole mobilities of c-Si transistors, for example, ~ 700 cm²/Vs for electrons and ~ 250 cm²/Vs for holes in silicon-on-insulator (SOI) MOSFETs[22], the carrier mobilities in the above poly-Si TFTs are much smaller. Figure 2-3(a) shows the microstructure of poly-Si films under TEM. The difference between c-Si and SPC poly-Si is that SPC poly-Si contains many grain boundaries and intragranular defects, as indicated in Fig. 2-3(b).
Figure 2-3. (a) TEM observation of polysilicon film after anneal at 600 °C for 16 hr without hydrogen plasma treatment (control sample) shows grain size 0.3−0.8 µm. Inset is the diffraction pattern. (b) Schematic of poly-Si microstructure composed of grain boundaries and intragranular defects.

Figure 2-4. Potential barriers in poly-Si, which are due to the charge trapping at the grain boundaries [23].
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In poly-Si, defects at grain boundaries are trapping centers. Free carriers are trapped at the grain boundaries, forming depletion regions and leading to energy band curvature (see Fig. 2-4 [23]). The resulting potential barriers at the grain boundaries will make it difficult for carriers to cross grain boundaries, which results in low field-effect mobilities. Furthermore, it has been reported that intragranular defects, such as micro-twins and dislocations, exist in SPC poly-Si [21,24], as seen in Fig. 2-3(a). They can also trap carriers and decrease the mobilities of poly-Si TFTs. Therefore, to improve the poly-Si TFTs, the number of grain boundaries and intragranular defects in the transport channel of TFTs should be reduced. This is our goal for this research.

2.2 Single-Grain Silicon Film at Designed Locations

2.2.1 Motivation

The electrical characteristics of polysilicon TFTs are strongly dependent on the polysilicon microstructure. Grain boundaries are scattering centers which decrease carrier mobility and also serve as midgap states to increase leakage current. To improve the performance of polysilicon TFTs, one would want to locate the TFTs within a single grain of the polysilicon between grain boundaries. Therefore, it is of great interest to control the location of single grain regions [25,26,18,27,28].

The solid-phase crystallization (SPC) of amorphous silicon involves two steps, i.e. nucleation and growth. A single nucleus induced during the nucleation stage is the prerequisite for the formation of a single-grain island. To date, several methods have been demonstrated to enhance the nucleation of a-Si:H SPC, such as metal-induced SPC [13,14], germanium-induced SPC [15], and plasma-induced SPC [16,17]. Although the original motivation of these methods was to reduce the thermal budget of SPC, they can be used to induce a single nucleus and increase grain size by lateral growth from seeding sites into the amorphous matrix. The formation of single-grain islands at designed locations has been reported by methods of silicon ion implantation [25] and nickel-induced crystallization [26-28]. Single-grain silicon islands by plasma seeding
have not been reported. Compared with the seeding by ion implantation and metals, plasma-induced SPC has possible advantages of low metal contamination and less radiation damage.

### 2.2.2 Experimental Details

It has been reported that a hydrogen plasma treatment (HPT) of amorphous silicon films at room temperature enhances the rate of SPC, and thus can reduce the crystallization time from 20 hr to 4 hr at 600 °C \[^{17}\]. Surprisingly, the hydrogen plasma actively abstracts hydrogen from the amorphous silicon and creates seed nuclei in the top 30 nm of the film. This process can be spatially masked by covering the surface of $a$-Si: H with a silicon nitride film and then opening holes in the nitride where the hydrogen seeding process will occur. There is no accelerated crystallization under the nitride films.

**Figure 2-5.** Experimental processes of selective polysilicon formation induced by masked hydrogen plasma and subsequent crystallization: (a) formation of seeding window in the deposited SiN\textsubscript{x}, (b) nucleation by hydrogen plasma, and (c) lateral growth/crystallization during subsequent anneal.
Figure 2-5 shows the experimental steps for the formation of single-grain islands. First, 100-nm-thick amorphous silicon was deposited on an oxidized silicon substrate at 150°C with RF power of 18 mW/cm² by PECVD. During deposition, the flow rate of silane is 50 sccm and pressure stabilizes at 500 mtorr. The hydrogen concentration is ~ 17 % (atomic) in the amorphous silicon. Silicon nitride with 200-nm-thickness was then deposited by PECVD at 200 °C, which has been demonstrated not to reduce the hydrogen concentration in a-Si:H [29] and has little effect on the hydrogen-plasma enhancement of SPC. Holes with diameters from 0.4 µm to 1.8 µm were opened in the silicon nitride film by electron-beam lithography and dry etching. The samples were then exposed to a hydrogen plasma in a parallel-plate reactive ion etcher (RIE) at the optimum condition with an RF power of 0.8 W/cm², hydrogen flow rate of 50 sccm, and pressure of 50 mtorr [17]. The low pressure and high power are designed to give a high hydrogen ion energy. Finally, the nitride films were removed by wet etching and the samples were annealed at 600 °C in nitrogen. The crystallinity of the silicon film was monitored by ultraviolet reflectance (λ=276 nm).

![Diagram](image)

**Figure 2-6.** TEM sample preparation: (a) active island patterning, (b) film lift off by selective wet etching, and (c) film after pick-up with a copper grid.

Samples for transmission electron microscope (TEM) observation were prepared by a lift-off process, as indicated in Fig. 2-6 [30]. Silicon films, first patterned into 1 × 1 mm² islands, were lifted off from the oxidized silicon substrate by an HF solution. The peeled-off films were placed onto copper grids for TEM observation. The grain size is
characterized by an effective diameter $d = \sqrt{4A/\pi}$, where $A$ is the grain area. TEM observations were performed in the Princeton Materials Institute. High-resolution lattice images were under assistance of Dr. Nan Yao.

### 2.2.3 Results and Discussion

![Micrographs](image)

**Figure 2-7.** SEM (a & c) and TEM (b & d) micrographs of lateral growth from the nucleation sites induced by hydrogen plasma treatment after 600 °C annealing for (a) (b) 6 hr and (c) (d) 10 hr.

TEM observations on polysilicon films without hydrogen plasma treatment (HPT) are shown in Fig. 2-3(a). The grains locate randomly on the film with a size of 0.3 – 0.8 µm. Fig. 2-7 shows the selective crystallization and lateral growth through
scanning electron microscope (SEM) and TEM for samples with large seeding holes (~3 µm) which were annealed for (a) (b) 6 hr and (c) (d) 10 hr. The dark areas in the Fig. 2-7 (a) and (c) are fully crystallized polysilicon, but the white areas are still amorphous, which has been confirmed by UV reflectance. The films in the holes seeded by the hydrogen plasma are not only completely crystallized, but also laterally grow outward to the surrounding amorphous matrix with a lateral growth rate of 0.5 µm/hr.

Comparing TEM observations between Fig. 2-7(b) and Fig. 2-7(d), we can see no grains formed in the area without HPT (control area) until the anneal time increases to 10 hr. The grain size at the control area of Fig. 2-7(d) is ~ 0.4 µm (indicated by an arrow), in contrast with the grain size of ~ 2.5 µm in the area which nucleated from the HPT hole and laterally grew outward of the hole. This result shows that the nucleation site can be controlled by selective exposure to the hydrogen plasma, and lateral growth from this site will increase the grain size.

![Figure 2-8](image)

**Figure 2-8.** The relationship between the number of nuclei and the hole size, after hydrogen plasma treatment and annealing at 600 °C for 3 hr [18].
Multiple polysilicon grains were also observed by TEM in a hole with a 1.0-µm-diameter annealed at 600 °C for 5 hr. Although the crystallization occurs only within the hole region exposed to the hydrogen plasma, multiple grains are formed, presumably resulting from multiple nucleation sites within the hole. To reduce the number of nuclei, holes with diameters from 0.4 µm to 1.8 µm were opened in silicon nitride prior to the HPT. After annealing for 3 hr at 600 °C, the number of grains in the holes was counted under the TEM (Fig. 2-8). When the hole diameter is greater than 0.8 µm, multiple grains exist in the exposed hole; when the hole diameter is between 0.6 µm and 0.8 µm, single or multiple grains are observed in the hole. When the hole diameter is less than 0.6 µm, a single grain island is formed. In the silicon ion implantation approach [25], the minimum hole size needed to produce single grain is ~0.66 µm, which is close to our result.

Figure 2-9. TEM micrograph of a single nucleus in a hole with a diameter of 0.55µm, induced by hydrogen-plasma exposure and then annealing at 600 °C for (a) 3.0 hr, (b) 8.0 hr, and (c) the SADP of the grain of (b).
Figure 2-9(a) shows a single grain within a 0.55 µm diameter hole after annealing for 3 hr, with approximate dimensions of 0.13 µm × 0.4 µm. No other grains exist either in the hole or outside of the hole. For longer anneals (8hr, Fig. 2-9b), the grain grows laterally outside of the seeding hole to the amorphous matrix, with the grain size increasing to ~ 0.25 µm × 0.8 µm. The grain size can be as large as 2.5 µm after a 16 hr anneal, which is large enough for TFT fabrication. We did not make TFTs in such grains. However, it is a promising direction for future work. The selective area diffraction pattern (SADP) (Fig. 2-9c) of the silicon grain of Fig. 2-9(b) confirms the single crystalline nature of the grain. The zone axis of the SADP is the [112] of a face-centered-cubic crystalline structure. The grains are not defect-free, however, and the intra-grain defects appear by TEM to be similar to those in other polycrystalline silicon films formed by low temperature crystallization of amorphous silicon.

2.3 Polysilicon Films with Large Grain Size and Low Intragranular Defect Density by Removal of Underlying Oxide

2.3.1 Introduction

As we mentioned above, the electrical characteristics of polysilicon TFTs are strongly dependent on the polysilicon microstructure. Grain boundaries and intragranular defects form electrical potential barriers and impede the carrier transport of poly-Si TFTs. Polysilicon films with larger grain sizes and fewer intragranular defects have been a continual goal [31,32,33,34]. Recent low-temperature (≤ 600 °C) SPC techniques can achieve a grain size as large as 3.0 microns deposited by disilane gas [31]. TFTs made with channel lengths smaller than the grain size still have a mobility only on the order of 100 cm²/Vs, even though there should be no grain boundaries within the channel. However, the residual intragranular defects reduce the defect-free area of polysilicon film down to 30 nm, and it is thought that they become the limiting factor in
device performance [7]. Therefore, reducing the density of intragranular defects becomes very important to improve the electrical performance of TFTs.

To date, two methods have been suggested to reduce the density of intragranular defects: high-temperature annealing [21,35] and laser crystallization [36]. Haji et al [21] reported that the main intragranular defects in polysilicon films after crystallization at 600 °C are microtwins, and that they are not stable above 750 °C, so they can be eliminated with further high-temperature annealing. However, high-temperature processing cannot be applied to AMLCD TFTs fabricated on glass substrates with a strain point less than 650 °C. Compared with the furnace annealing, laser crystallization has disadvantages of high-cost and poor film uniformity. Reducing this intragranular defect density of SPC polysilicon films at a temperature below 650°C is a motivating factor for this research. In this work, a free-standing cantilever of amorphous silicon film without underlying silicon dioxide was fabricated. The absence of underlying oxide is found to decrease the intragranular defect density and increase the grain size [37].

2.3.2 Experimental Details

Figure 2-10 shows the fabrication process of the cantilever structure and its layer structure. Before amorphous silicon (a-Si) film deposition, 100-nm-thick silicon nitride was deposited by low-pressure chemical-vapor-deposition (LPCVD) on a <100> silicon substrate. The purpose of Si3N4 here is to alleviate “stiction” problem during the cantilever release process. Two-micrometer-thick silicon dioxide at 250 °C and subsequently amorphous silicon at 150 °C were deposited by PECVD with the same deposition condition as above. The amorphous silicon was then patterned into islands (Fig. 2-10(b)) by optical lithography and dry etching. Oxide wet etching in buffered oxide etch 10: 1 (H2O: HF) for 30 min was used to release the cantilevers, which have a typical length and width of 20 µm and 10 µm, respectively. Stiction was avoided by rinsing in DI water, soaking in isopropanol, and finally heating on a hot plate at 200 °C for 20 sec to evaporate isopropanol. SEM observation (Fig. 2-11(a)) confirmed that the
a-Si cantilevers did not collapse onto the substrate. Samples were then annealed at 600 °C for various periods in nitrogen to crystallize the amorphous films to polysilicon. SEM again confirmed the suspension of the polysilicon cantilevers (Fig. 2-11(b)). The effect of the cantilever was determined by comparing the polysilicon properties on them with those in areas on the same sample when the underlying SiO₂ was not removed (control area). TEM samples were prepared by the lift-off process, described in Figure 2-6.

The Raman scattering spectra of polysilicon films were measured at room temperature from 400 cm⁻¹ to 600 cm⁻¹ wavenumbers, using an argon laser source with a wavelength of 514.5 nm. To prevent further heating and crystallization of silicon films during the experiment, the laser power was kept below 50 mW. The Raman data were fitted to a combination of Lorentzian and Gaussian modes for peak parameters.

**Figure 2-10.** Fabrication process of amorphous silicon cantilever structure: (a) layer structure; (b) top view before silicon dioxide etching; (c) cross section of cantilever structure after wet etching in buffered oxide etch (10:1).
Figure 2-11. SEM observations to show the silicon cantilever suspended above the substrate (a) before annealing and (b) after annealing.

2.3.3 Effect of Underlying Oxide Removal on Grain Size Enhancement

Grain-Size Observations

Figure 2-12 shows TEM observations of fully-crystallized polysilicon grains in (a) control regions with underlying SiO₂ and (b) cantilever regions without underlying...
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Figure 2-12. Plan-view TEM micrographs to show the grain size of fully-crystallized polysilicon films after annealing at 600 °C for 24 hr in (a) control region with underlying SiO₂ (grain size ~ 0.6 µm) and (b) cantilever region without underlying SiO₂ (grain size ~ 3.0 µm). Inset of (a) is the diffraction pattern of polysilicon films.

Figure 2-13. TEM observations of the grain density and grain size in (a) the control area and (b) suspended films after annealing at 600 °C for 14 hr before complete crystallization. Note the different length scales.
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SiO\textsubscript{2} after annealing at 600 ºC for 24 hr. The inset of (a) is the diffraction pattern of the polysilicon films. The average grain size is \(\sim 3.0 \mu\text{m}\) in (a), and 0.6 \(\mu\text{m}\) in (b). This indicates that the removal of SiO\textsubscript{2} under the amorphous silicon layer before annealing increases the grain size of polycrystalline silicon.

**Nucleation Rate Reduction**

The solid-phase crystallization (SPC) of amorphous silicon involves two steps, *i.e.* nucleation and growth. The increase in grain size can be explained by a decrease in the nucleation rate or an increase in the grain growth rate, both leading to fewer but larger grains. A theoretical analysis by Iverson and Reif\textsuperscript{[38]} gave the final grain size \(d\) by

\[
    d \propto \left( \frac{v_g}{N} \right)^{1/3},
\]

where \(N\) is the nucleation rate, and \(v_g\) is the grain growth rate. It has been pointed out that the interface of the precursor amorphous film/substrate (\(a\)-Si/SiO\textsubscript{2}) is the preferred site for SPC nucleation\textsuperscript{[39]}. A large number of nucleation sites at the interface of \(a\)-Si/SiO\textsubscript{2} in the typical SPC films results in small silicon grains due to their impingement during grain growth. Ryu *et al.*\textsuperscript{[32]} claimed that when the nucleation at the interface between the \(a\)-Si: H and the underlying SiO\textsubscript{2} is suppressed by adding oxygen to the initially growing \(a\)-Si, the resulting slower top surface nucleation of amorphous silicon can increase the polysilicon grain size from 0.3 ~ 1 \(\mu\text{m}\) to 3 ~ 5 \(\mu\text{m}\). In our case, instead of incorporating of oxygen atoms into the initial growing \(a\)-Si: H, we etched away the underlying SiO\textsubscript{2} to completely remove the interface associated with the nucleation. Figure 2-13 shows the difference of grain densities within \(a\)-Si: H matrix after heating at 600 ºC for 14 hr before complete crystallization in (a) the control region and (b) the cantilever region. The grain density in the free-standing films is \(\sim 10\) times lower than in the control films (\(\sim 10^8 \text{ cm}^{-2}\) vs. \(\sim 10^7 \text{ cm}^{-2}\)). This smaller nucleation rate \(N\) in the cantilever sample is one reason leading to the final larger grains.
**Enhanced Growth Rate**

Besides the difference of grain density before full crystallization, the grain size in the control film before the merging of the grains is smaller than that in the cantilever film. An average grain in the control film (pointed by an arrow in Fig. 2-13a) has a size \( \sim 0.4 \, \mu m \), while that in the cantilever films (Fig. 2-13b) is \( \sim 1.0 \, \mu m \). Therefore, the growth rate of polysilicon grains can be increased by the removal of the underlying SiO\(_2\) before crystallization. Thus the larger grain size in the fully crystallized suspended film than the control film as shown in Fig. 2-12 is attributed not only to the lower nucleation density \( N \), but also to the higher growth rate \( v_g \).

Growth rate \( v_g \), during the growth stage of SPC, has been expressed as \(^{[38]}\)

\[
v_g \propto \exp\left[\frac{-\left(E_d + \Delta G/2\right)}{kT}\right]. \tag{2.2}
\]

\( E_d \) is the activation energy of silicon atom self-diffusion, and \( \Delta G \) is the net change in free energy during SPC.

\[
\Delta G = -V\Delta G_v + A\gamma + V\Delta G_s, \tag{2.3}
\]

where \( \Delta G_v \) is Gibbs-free-energy difference between \( a\)-Si and polysilicon per unit volume \( V \), \( \gamma \) is the interface energy per unit surface area \( A \), and \( \Delta G_s \) is strain energy per unit volume \( V \) related to the phase transition. Stress can accumulate during SPC due to volume contraction on the \( a\)-Si to poly-Si phase transition, or due to the inability of silicon atoms to freely rearrange near the \( a\)-Si/SiO\(_2\) interface due to the bonding of \( a\)-Si atoms to the oxide. The strain energy \( \Delta G_s \) results from this stress during SPC. The difference of the final stress in the SPC films was measured by Raman scattering, which detects the energy of optical phonons that interact with a probe photon beam. The shift in phonon energy (Raman shift) depends on the stress in the material, with biaxial tension leading to a smaller Raman shift \(^{[40-41]}\).
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Figure 2-14(a) shows the Raman spectra of 200-nm-thick polysilicon films crystallized with and without underlying SiO₂ and of <100>-bulk silicon. The Raman peak for both free-standing cantilever films and the films on oxide are at smaller wavenumbers than that in the single-crystal silicon (519.5 cm⁻¹), confirming tensile stress in poly-Si films, as would be expected from a volume contraction. By curve-fitting, the Raman shift and the full width at half magnitude (FWHM) of the spectra are plotted in Fig. 2-14(b). The Raman scattering energy is lower in the cantilever films than in the control SPC films, indicating the higher residual stress existing in the control polysilicon films. According to the following equation [41]:

\[
\sigma \text{ (MPa)} = -250 \Delta \omega \text{ (cm}^{-1}\text{)},
\]

(2.4)

where \(\sigma\) is the in-plane stress and \(\Delta \omega = \omega_b - \omega_a\), the tensile stress in the control polysilicon film is \(~300\) MPa, whereas the stress in the cantilever film is only \(~150\) MPa. This reduction of tensile stress in the cantilever structure could result either because the cantilever film can laterally relax in the direction perpendicular to the cantilever length to relieve tensile stress due to the volume contraction, or because
removal of the underlying SiO$_2$ leads to a free motion of silicon atoms at the bottom surface of silicon films. Less stress in the cantilever films should result in a lower strain energy $\Delta G_s$, and thus increase the driving force for the grain growth and grain growth velocity.

2.3.4 Effect of Underlying Oxide Removal on Intragranular Defect Density

The main defects within polysilicon grains crystallized by furnace annealing are microtwins and dislocations $^{[21,24]}$. Microtwins in polysilicon grains occur on $\{111\}$ planes $^{[21,42]}$. Therefore, observation under $<110>$ orientation will make the microtwins clearly visible in TEM, where the intersection line between the twin plane $\{111\}$ and the surface plane $\{110\}$ denotes the microtwin. The difference in intragranular defect density between the control and the cantilever structures was measured in 60-nm-thick samples annealed at 600°C for 20 hr. Figure 2-15 shows the dark-field images of silicon grains and their selected area diffraction patterns (from regions ~ 300 nm in diameter) in (a, b) control regions and (c, d) cantilever regions. The observed grain orientations are $<110>$ (indexed from the diffraction patterns) in both cases. The high density of microtwins in the control-film grains is very obvious, giving rise to the extra spots and streaks in its diffraction pattern. Although the polysilicon grains in the cantilever film (Fig. 2-15(c)) are not free of defects, the density of intragranular defects is much lower, and therefore, there are fewer extra spots and streaks in the diffraction pattern of Fig. 2-15(d) than in Fig. 2-15(b). In the control sample (Fig. 2-15(a)), the defect-free area between defects observable under high resolution is ~ 25 nm in diameter on average, which is consistent with the previous work on polysilicon from SPC at 600 °C $^{[21]}$. However, the defect-free area in the cantilever film reaches ~ 100 nm. Defining a defect density as the inverse of the defect-free area, the intragranular defect density in the cantilever samples is almost one order of magnitude lower than that in the control samples ($\sim 10^{10}$ cm$^{-2}$ vs. $\sim 10^{11}$ cm$^{-2}$).
Figure 2-15. Dark-field TEM micrographs and their selected area (~ 300 nm in diameter) diffraction pattern in the control sample (a and b) and in the cantilever sample (c and d). Streaks and extra spots in the SADP of (b) and (d) with <110> crystallographic orientations parallel to the electron beam result from the intragranular defects.
High-magnification TEM observations on the intragranular defect density are shown in Fig. 2-16 with the electron-beam aligned to the $<110>$ orientation of the grain. The microtwin lines are clearly visible, and the defect-free area in the control region (Fig. 2-16(a)) is much smaller than that in the cantilever region (Fig. 2-16(b)). A high-resolution TEM micrograph [Fig. 2-16(c)] on a very small area marked in Fig. 2-16(b) shows the atomic arrangements around the microtwins. On both sides of the microtwins, periodic (111) planes are clearly seen.

**Figure 2-16.** High-magnification bright-field TEM observations on polysilicon grains in (a) the control region and (b) the cantilever region. The electron beam was parallel to $<110>$ crystallographic orientation of the silicon grains. (c) High-resolution TEM image of polysilicon films in the cantilever area marked by the dashed-lines in (b). Very regular lattice fringes with $d_{111}$ spacing around microtwins are very evident.
It is well known that small crystallites and high defect densities in polysilicon films cause asymmetry and broadening of the Raman peak of ~ 519.5 cm\(^{-1}\) due to phonon scattering from the microcrystallite boundaries\(^{[43,44,45]}\). The crystallite size for this effect can be defined by both grain boundaries as well as intragranular defects\(^{[46]}\). The defect scattering destroys the lattice translational symmetry and relaxes the crystal momentum conservation rule governing the creation and decay of phonons, so that a smaller size of the microcrystallites increases the Raman FWHM\(^{[43-47]}\). In Fig. 2-14(b), the values of FWHM of Raman spectra in various regions are: cantilever polysilicon region, 5.8 cm\(^{-1}\); control polysilicon region, 6.3 cm\(^{-1}\); and single-crystalline silicon substrate, 3.3 cm\(^{-1}\). This narrower peak in the cantilever region suggests a lower density of intragranular defects compared with that in the control region in qualitative agreement with our TEM observations.

The reason for reduced intragranular defect density is now discussed. As mentioned earlier, SPC of \(a\)-Si to polysilicon requires the rearrangement of silicon atoms at the interface of \(a\)-Si/SiO\(_2\) and an accompanying volume contraction, both leading to tensile stress in the silicon films. To relieve this stress, crystalline defects (microtwins, dislocations, etc) develop during the nucleation stage\(^{[48]}\) and growth stage\(^{[42]}\). This stress is largest at the \(a\)-Si/SiO\(_2\) interface as the silicon atoms in the \(a\)-Si are strongly bound to the surface atoms of the underlying SiO\(_2\) layer after deposition\(^{[49]}\). As the nucleation predominantly occurs at the interface, defect density is quite high in the typical SPC films. However, Morimoto \textit{et al}\(^{[33]}\) have demonstrated the formation of a nearly defect-free crystalline silicon film by removing the underlying SiO\(_2\) before annealing during lateral solid-phase epitaxy (SPE) seeded from a [100] silicon substrate. In this work, removing the SiO\(_2\) underlying the \(a\)-Si suppressed \(a\)-Si/SiO\(_2\) interface nucleation, although the dominant nucleation is still expected to be at the top or bottom free surfaces of \(a\)-Si. Since the silicon atoms at the surface are only loosely bound to the native SiO\(_2\) layer on a cantilever, the stress generated upon nucleation can be easily relieved, so fewer defects can be expected. During the subsequent lateral growth of grains in the cantilever, the easier rearrangement of silicon atoms at the surfaces and the
relaxation of stress from volume contraction in the silicon films during SPC also result in fewer intragranular defects being created.

2.4 Summary

Because of higher field-effect mobilities in poly-Si TFTs than in $a$-Si TFTs, SPC of $a$-Si films has been investigated. The fabricated SPC poly-Si TFTs with process temperature $\leq 600$ °C exhibit well-behaved electrical characteristics with field-effect mobilities of 30-40 cm$^2$/Vs for n-channel and 10-20 cm$^2$/Vs for p-channel TFTs, and a current ON/OFF ratio greater than $10^6$. However, midgap states and scattering centers from grain boundaries and intragranular defects in poly-Si films make poly-Si carrier mobilities much lower than single-crystalline silicon.

It has been found that hydrogen plasma exposure of $a$-Si creates a seeding layer on top of the $a$-Si films and thus enhances SPC. This was used to control the location of poly-Si grains by spatially selective exposure to a hydrogen plasma. When the exposure area is smaller than 0.6 µm in diameter, a single grain is formed at the designed location. A further anneal causes the grain to grow laterally, and reach a 2.5-µm-diameter grain size.

By fabricating a free-standing silicon film without an underlying silicon dioxide, the quality of polysilicon films resulting from unseeded SPC of $a$-Si at 600 °C has been improved. The nucleation density has been decreased and the grain growth rate increased, leading to an average grain size up to 3.0 µm, 5 times larger than that in the films with underlying oxide. Furthermore, the intragranular defect density has been reduced by one order magnitude from $\sim 10^{11}$ cm$^{-2}$ to $\sim 10^{10}$ cm$^{-2}$. Intragranular defects (microtwins and dislocations) form to release the stress generated during SPC, which is due to atom rearrangements and volume contraction. The reduced intragranular defect density in a free-standing crystallized silicon film is thought to result from the easy release of this stress in the films.
2.5 Future Work

2.5.1 Gate-All-Around TFTs

By combining selective hydrogen plasma seeding with the underlying oxide removal, gate-all-around TFTs could be fabricated. The TFT channel would be located at the single-grain silicon film with a low density of intragranular defects by combining the two main advances we found in this chapter. The fabrication process is briefly shown in Fig. 2-17. First, a small hole is opened in a SiN<sub>x</sub> mask so that the a-Si in the hole is selectively exposed to a hydrogen plasma (Fig. 2-17a). After the underlying oxide is removed, the a-Si film for the TFT channel is crystallized into single-grain silicon with low density of intragranular defects, while the source/drain are still composed of “normal” poly-Si films (Fig. 2-17b). The subsequent process is similar to that of gate-all-around MOSFETs<sup>[50]</sup>. A CVD oxide will be deposited on both surfaces of transistor channel, followed by a poly-Si film as gate. The next steps are gate patterning, dopant ion implantation and formation of metal contacts. Due to the improved poly-Si quality in the transport channel, high performance in this gate-all-around poly-Si TFT is expected.
Figure 2-17. Fabrication process of gate-all-around TFTs with channel on a single-grain poly-Si film with less intragranular defects. (a) Selective hydrogen plasma seeding to a small area of a-Si; (b) underlying oxide removal and furnace anneal; (c) deposition of all-around gate oxide and poly-Si gate.
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Chapter 3

A-SI DEPOSITION FOR 3-D SILICON
PHOTONIC BANDGAP CRYSTALS

3.1 Introduction

Photonic bandgap crystals (PBCs) are composed of materials with periodic
dielectric constants, which create a range of “forbidden” frequencies called a photonic
bandgap. Photons with energy lying in the bandgap cannot propagate in any direction
through the medium \(^{[1,2]}\). Similar to an electronic bandgap, which is due to a periodic
potential in atoms, a photonic bandgap is caused by periodic refractive indexes in
structures. Optical communications systems operate in the near-infrared (1.3 µm and
1.55 µm), which means that a lattice constant of a photonic crystal must have
dimensions of roughly a micrometer. This is ~ 2,000 times larger than the lattice
constant of semiconductor crystals \(^{[3]}\).

PBCs provide opportunities for photonic devices to confine and mold light with
applications in optical waveguides, lossless fibers, high-Q lasers and optical integrated
circuits. Some of these applications of PBCs require three-dimensional (3-D) photon
confinements to hinder light diffraction loss in the z-direction perpendicular to the plane
of two dimensional (2-D) PBCs \(^{[4]}\). Conventional nanofabrication methods (e-beam
lithography and RIE) have been applied to fabricate 3-D PBCs in Si \(^{[5]}\) and GaAs \(^{[6]}\).
However, the requirement for minimal structure fluctuations to avoid smearing out or
weakening photonic bandgap effects \(^{[7]}\) is very stringent, which makes alignment of
layers in layer-by-layer fabrication complicated and time-consuming. For example, during the fabrication of 3D PBCs in GaAs, 0.7-µm-period stripes are required with an accuracy of 30 nm \[6\].

A potentially simpler and cheaper approach for creating 3-D periodic structures is the natural assembly of colloidal microspheres \[8,9\]. Micron-scale colloidal spheres (e.g. polymer or silica) can be induced to spontaneously form a solid, three-dimensionally periodic structure with a face-centered cubic (fcc) lattice. In nature, this process leads to gemstone opals. In analogy, sub-micron spheres assembled in the laboratory are referred to as synthetic opals. Unfortunately, synthetic opals are not particularly interesting photonic crystals. Silica has a relatively low refractive index (~1.4), which is lower than the requirement for the refractive index (\(n > 2.85\)) to form a 3-D photonic bandgap in an fcc crystal structure \[10\]. However, synthetic opals can work as a template to construct PBCs. The template contains interstitial spaces between

\[Figure 3-1.\] Fabrication process of 3-D silicon PBCs. (a) Self-assembly of synthetic opals starting from a silica colloid to tan ordered 3-D template, (b) voids between silica spheres filled with silicon by CVD, and (c) removal of the silica spheres by wet etching \[11\].
the SiO₂ spheres, which can be filled with a material of high-refractive index, such as Si (n = 3.5). The template material SiO₂ could subsequently be removed, leading to 3-D periodic structures made of air spheres and semiconductor materials with relative high refractive index. These are called inverted opals. The whole process for 3-D Si PBCs is shown in Fig. 3-1 \[11\].

Bulk-like opals by the sedimentation of silica particles have been demonstrated in Ref. [9]. However, this sedimentation leads to a polycrystalline structure with unwanted boundaries, which can easily close the bandgap because of the localized photonic states within it \[7,12\]. Bulk opals are also difficult to integrate with devices. In this chapter, we used a self-assembly method to deposit thin-film opals on silicon substrate, details of which can be found in [13] and [14]. The multi-layer opal has much larger single-crystalline area. Inversion of the opals was made by the conformal growth of silicon using a commercial available low-pressure CVD reactor. Patterning of the inverted opals by photolithography and RIE provides a future method to integrate photonic devices with microelectronic circuits on a same silicon wafer. This work was done in collaboration with Dr. David Norris and Dr. Yuri Vlasov of NEC Labs in Princeton.

### 3.2 Self-Assembled Opals

Monodispersed colloidal silica spheres were synthesized by a chemical method. The sphere diameter can be designed from 0.5 µm to 2.0 µm. As shown in Fig. 3-1(a), a silicon wafer is vertically inserted into the silica colloid solution. Due to capillary forces, silica particles spontaneously organize themselves onto the substrate surface at the meniscus. As the meniscus is slowly swept the silicon substrate by solvent evaporation, a thin, planar, well-ordered structure is formed on the silicon substrate. To avoid the problem of particle sedimentation, a temperature gradient from 80 °C at the bottom to 65 °C at the top is applied to allow convection flow that constantly provides particles to the meniscus region. The details are in Ref. [14].
Self-assembled opals were prepared by Dr. Norris and Dr. Vlasov of NEC labs in Princeton. The SEM image in Fig. 3-2 shows a self-assembled opal made with silica spheres with diameter of 855 nm. Close-packed spheres form an fcc structure. Compared with the sedimented opals, it has a much lower defect density, with ~ 1% stacking faults and ~ $10^{-3}$ point defects per unit cell. Using this method, centimeter-size opals with 20 close-packed layers were coated on the silicon substrate. The single-crystalline domain size was $1 \text{mm} - 1 \text{cm}$, $10 - 100$ times larger than the best sedimented opals.

**Figure 3-2.** SEM cross-section image of thin planar opals self-assembled on silicon substrate from silica spheres with diameter of 855 nm.

### 3.3 Infiltration of $a$-Si by CVD

#### 3.3.1 A-Si Deposition by PECVD

Due to the low refractive index of silica ($n \sim 1.4$), self-assembled opals cannot form a photonic bandgap. The infiltration of the interstitial space between the spheres
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by semiconductor materials with high refractive indices \((n > 2.85)\) becomes necessary. Table 3-1 shows conventional semiconductor materials and their refractive index \cite{15}. Since silicon is the primary material in the IC industry, is transparent to light with wavelengths of 1.3 \(\mu m\) and 1.5 \(\mu m\) (as used in telecommunication), and has a large refractive index \(n = 3.5\), it was first chosen to fill the voids in the synthetic opals in our experiment.

<table>
<thead>
<tr>
<th>Semiconductor</th>
<th>Index of refraction (at specified wavelength)</th>
<th>Absorption Edge (at 300 K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CdSe</td>
<td>2.75 ((0.75 \mu m))</td>
<td>0.71 (\mu m)</td>
</tr>
<tr>
<td>GaAs</td>
<td>3.54 ((0.95 \mu m))</td>
<td>0.87 (\mu m)</td>
</tr>
<tr>
<td>InP</td>
<td>3.33 ((1.0 \mu m))</td>
<td>0.97 (\mu m)</td>
</tr>
<tr>
<td>Si</td>
<td>3.53 ((1.1 \mu m))</td>
<td>1.10 (\mu m)</td>
</tr>
<tr>
<td>Ge</td>
<td>4.12 ((2.0 \mu m))</td>
<td>1.87 (\mu m)</td>
</tr>
</tbody>
</table>

**Figure 3-3.** SEM cross-section image showing PECVD \(a\)-Si piled up on the top surface, blocking \(a\)-Si infiltration into the opal template.
Standard PECVD growth of $a$-Si on self-assembly opals was tried initially. SiH$_4$ gas was introduced into the chamber at a rate of 50 sccm. The pressure and temperature were kept at 500 mtorr and 250 °C, respectively. During $a$-Si deposition, the RF power was ~ 18 mW/cm$^2$. The deposition rate was ~ 1.5 nm/s $^{[16]}$. After $a$-Si deposition, the opals were observed by SEM (Fig. 3-3). It is very clear that the silica particles are not coated by $a$-Si deposition except on the top surface of template. During PECVD growth, the deposition of $a$-Si on top surface first occurred, blocking the diffusion path of SiH$_4$ into rest of the opal.

To enhance the diffusion of the silane during deposition to try to better infiltrate the pores, the silane gas was diluted by hydrogen at 1: 5 and 1: 10 ratios. However, the same phenomenon happened. Amorphous silicon could not fill the interstitial space between silica spheres. This may be due to the high growth rate of $a$-Si enhanced by a plasma.

### 3.3.2 Si Film Deposition by LPCVD

*Grain Size and Growth Rate*

Low-pressure chemical vapor deposition (LPCVD) was then used to attempt infiltration of the opals. The grain size and growth rate with varying deposition temperatures were first characterized for deposition onto an oxidized silicon substrate. A diluted SiH$_4$ (2% in N$_2$) flow at 1500 sccm was used at a pressure of 800 mtorr for 5.5 hr. Because no plasma is used, a higher growth temperature is needed. Cross-section SEM images show silicon growth at 550 °C in Fig. 3-4(a), 600 °C in (b), and 625 °C in (c). As mentioned in chapter 1, silicon films grown at 550 °C from silane without plasmas or special crystallization methods are amorphous, and those grown at 625 °C are polycrystalline. The 600 °C growth is a mixture of $a$-Si and poly-Si. Faceting of poly-Si growth leads to the rugged surface with grain size ~ 200 nm in Fig. 3-4(c), while the $a$-Si film surface in Fig. 3-4(a) is rather smooth.
Figure 3-4. SEM image of Si films by LPCVD on an oxidized silicon substrate at a temperature of 550 °C in (a), 600 °C in (b), and 625 °C in (c).
The growth rate was characterized by measuring the film thickness from cross-section SEM images, and is summarized in Fig. 3-5. The growth rate exponentially increases from 0.9 nm/min at 550 °C to 7.6 nm/min at 625 °C. The activation energy of the growth rate was found to be ~ 1.8 eV.

![Graph showing growth rate vs. temperature](image)

**Figure 3-5.** Growth rate of LPCVD Si films vs. growth temperature, keeping SiH$_4$ (2% in N$_2$) flow at 1500 sccm and pressure at 800 mtorr.

**Si Growth on Opal Templates**

The deposition of LPCVD Si on synthetic opal templates was performed at different temperatures. Top-view SEM observations (Fig. 3-6) on opal surfaces show not only surface roughness varying with deposition temperatures but also conformity to the opal spheres. Poly-Si grown at 625 °C exhibits a rough surface (Fig. 3-6c), and premature deposition on the top surface obstructs gas transport to the inner most layers of the 3-D opals. The surface of a-Si grown at 550 °C (Fig. 3-6a) is smooth, and conformal growth to silica spheres was achieved. This homogeneous infiltration of Si is demonstrated in Fig. 3-7.
Figure 3-6. SEM image of Si films grown by LPCVD on opal templates at temperature of (a) 550 °C, (b) 600 °C, and (c) 625 °C.
In our deposition process, the highly diluted SiH₄ gas (2% in N₂) results in extremely low silane partial pressure (~ 16 mtorr). It is the low partial pressure of SiH₄ gas and the low growth rate at 550 °C that result in a long mean free path of Si diffusion and finally the conformal infiltration of a-Si into opal templates. Figure 3-8 shows fcc closed-packed <111> planes, arranged in the order of ABCABCA….

**Figure 3-7.** SEM cross-section image of opal structure after Si CVD infiltration at 550 °C.

**Figure 3-8.** Close-packed <111> planes in fcc structure.
length from top layer A to another A through B and C layers is $\sim 3.2d$, where $d$ is the diameter of spheres. This suggests, for a 4-layer opal template with 1-µm-diameter silica spheres, that the mean free path should be greater than 3.2 µm for silicon diffusion before the deposition occurs, otherwise initial deposition will block the infiltration to the bottom of Si substrate.

Since self-assembled opals are fragile, care should be taken during the Si deposition. The thermal impact from the thermal expansion at the beginning of the deposition from room temperature to 550 °C not only causes the opal to crack, but also leads to stacking faults and boundaries within single-crystalline opal domains. Therefore, during the CVD growth, the opal samples were laid horizontally on a silicon carrier wafer. The loading temperature of furnace was reduced to 250 °C instead of 550 °C, and then slowly increased to 550 °C with inert N₂ flowing. The process is reversed for sample unloading. Due to the variance of refractive index with the concentration of hydrogen in hydrogenated $a$-Si films [17], SPC was performed in the same furnace by heating to 600 °C after $a$-Si deposition. A smooth surface was maintained.

In the previous work of Ref. [9], the CVD of silicon was used to fill the bulk-opals prepared by silica sphere sedimentation. In a custom-built apparatus, disilane gas was first condensed into the pores of the opal at cryogenic temperatures and subsequently decomposed by heating to 250 °C – 350 °C at a pressures of 200 torr. Although homogeneous infiltration was demonstrated for sedimented opals, this process is not compatible with conventional silicon fabrication process. Chemical reaction time was $\sim 24$ hr. Furthermore, the optical characteristics of their structures did not conclusively show the presence of photonic bandgap. In our process, a commercially available LPCVD reactor was used. An advantage of LPCVD is that it is the standard Si deposition technique for the microelectronics industry. We have achieved conformal growth of silicon on silica spheres, filling $\sim 40$-layer opals in $\sim 5.5$ hr.
3.4 Inversion of Opal Structures

Figure 3-9. SEM images of silicon photonic crystals with inverted opal structures. (a) and (b) are cross-sections and (c) and (d) are top-views of PBCs along fcc [111] (a and c) and [100] (b and d) orientations.
To form inverted opals, the silica spheres must be removed from the opal templates. After silicon CVD growth, the outer surface of the planar opal template is covered by silicon. 10:1 buffered oxide etchant (BOE) etches SiO$_2$ fast with a rate of $\sim$ 1nm/s for thermal oxide, but the etch rate for Si is much slower. In order to open the etching path to the SiO$_2$, the silicon coating on top of the template surface was first selectively removed by RIE with SiO$_2$ spheres as an “etch-stop”. Subsequent 10:1 BOE soaking for 1 hr removes the silica template completely, forming planar inverted opals on the silicon wafer. Their cross-section and top-view SEM images are shown in Fig. 3-9 for fcc crystals with a [111] vertical orientation in (a) and (c) and a [100] vertical orientation in (b) and (d). [100] surface-oriented opals have been created in our samples by changing self-assembly condition$^{[18,19]}$, although usually a [111] surface is resulted. From the cross-section SEM image, we can see that the silicon of the thin planar inverted opals was attached to the Si substrate, which provides significant mechanical stability.

### 3.5 Optical Characteristics of Inverted Opals$^{[19]}$

The optical spectra of the inverted opals were obtained either by a monochromator or a Fourier transform infrared spectrometer to explore the existence of a photonic bandgap$^{[19]}$. The apparatus was attached to an optical microscope, allowing transmission spectra to be obtained with a spatial resolution $\sim 2 \, \mu m$$^{[20]}$. The absolute reflectance was determined with an experimental accuracy of $\pm 5\%$ by comparing the sample reflection with that from a silver mirror. Typical reflectance spectra, measured normal to the (111) surface for 8-layer-thick samples, are presented in Fig. 3-10(a). Near-unity reflectance is observed both at a wavelength of $\sim 1.46 \, \mu m$ and at a wavelength of $\sim 1.3 \, \mu m$, in good agreement with calculations$^{[19,21]}$.  

---
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The crucial test of a photonic bandgap is to examine whether this high reflectance is maintained for directions other than [111]. Fortunately, crystalline regions of [100] surface orientation can be found in our samples (Fig. 3-9 b and d). In Fig. 3-10(b), reflection spectra are presented for such [100]-oriented regions, 8 layers thick. As in the [111] data (Fig. 3-10a), the bandgap region is characterized by a broad ‘square-top’ reflection peak with near-unity reflectance at wavelength ~ 1.3 µm. Comparison of the spectra for both [111] and [100] directions indicates that near-unity reflectivity is maintained for both directions at a broad range of frequencies around 1.3 µm, which is expected by theory for the bandgap. Thus, 3-D planar silicon PBCs have

**Figure 3-10.** Optical reflectance spectra of silicon inverted opals with incident light normal to [111] in (a) and [100] in (b) directions. The red and blue lines are experimental results from *fcc* samples with $a = 1040$ nm and $a = 841$ nm, respectively. For comparison a calculation is shown in black for a silicon coating sphere radius of 458 nm and an air sphere radius of 354 nm [19].
been obtained directly on a Si wafer. This is the first time that a 3-D photonic bandgap has been clearly shown in self-assembled structures.

![Figure 3-11](image.png)

**Figure 3-11.** (a) Optical and (b) SEM cross-section images of patterned silicon photonic crystals by photolithography and RIE. Rings in (a) are 3-layer-thick photonic crystals, and their red color arises from the crystal diffraction.

### 3.6 Patterning Inverted Opals

Planar inverted opals can be patterned by conventional photolithography and RIE. The patterning of PBCs allows the integration of photonic devices and microelectronic circuits on the same silicon substrate. Since the porous silicon of inverted opals is fragile, photolithography, especially in the step of mask contact for
exposure, may damage the photonic crystals. A new process step has been developed to avoid the crack and collapse of the photonic crystals. Instead of removing the silica template first soaking by BOE, we performed photolithography on the planar opals filled with silicon. Then, the sample with patterned photoresist was dipped into 10:1 BOE. The etching solution flows through the top surface area which was not masked, and etches away the silica templates. Subsequent RIE removed the unmasked porous silicon, and the remaining photoresist was cleaned by solvent rinse and oxygen plasma. The silica in the remaining region was then removed with BOE. Using this approach, 3-D silicon photonic crystals were patterned, as shown in Fig. 3-11. The photograph of Fig. 3-11(a) shows an array of 100-µm-diameter ‘rings’ of photonic crystals that are three layers thick. The array covers a 1-mm-area of the wafer. Photonic crystals over 10-layer-thick were patterned into the mesa-shape in Fig. 3-11(b). The periodic arrangements of the air spheres and the silicon shells are clearly seen.

### 3.7 Summary

Photonic crystals made of periodic dielectric materials can exhibit a photonic bandgap at a specific wavelength. The fabrication complexity of 3-D PBCs by conventional microelectronic techniques was replaced by a cheaper and simpler self-assembly approach. The planar synthetic opals are spontaneously assembled on silicon wafers with a periodic fcc structure, but no photonic bandgap exists in them due to the low refractive index of silica ($n \sim 1.4$). Inverted opals created by filling silicon ($n \sim 3.45$) into opal interstitial space and then removing the silica opals do have a 3-D photonic bandgap. In this chapter, we have investigated the whole fabrication process, and focused on the silicon CVD growth to infiltrate opal templates.

Conventional PECVD $\alpha$-Si deposition condition could not infiltrate the 3-D opals, because the $\alpha$-Si deposition on the outmost opal obstructed deposition-gas transport into the inner most layers. Highly diluted SiH$_4$ (2% in N$_2$) and low deposition temperature 550 °C in LPCVD leads to a long mean free path of silicon diffusion and
lower deposition rate, which are key requirements to achieve the full infiltration of silicon into opal templates. A further anneal at 600 °C crystallized $\alpha$-Si into poly-Si with smooth surface, unlike as-deposited poly-Si.

Planar inverted opals on Si wafer were then made by wet etching to remove the silica spheres. The optical spectra with the incident normal to [111] and [100] fcc directions exhibit near-unity reflectance at the wavelength of ~ 1.3 µm, confirming that 3-D silicon PBCs have been achieved for the first time. Photolithography and RIE were successfully used to pattern inverted opals. This provides a path to the integration of photonic devices and microelectronic circuits on the same silicon wafer.
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Chapter 4

REVIEW OF AFM NANOLITHOGRAPHY

4.1 History and Development

The invention of scanning tunneling microscopy (STM) \cite{1} and atomic force microscopy (AFM) \cite{2} in the 1980’s opened a new page of surface science, enabling people to image surfaces at a nanometer scale. STM works by scanning an atomically sharp metal tip over a surface. When the tip is brought very close to the surface and an electrical voltage is applied to the tip or sample, electron tunneling between the tip and the sample occurs. The detected tunneling current is related to the distance between the tip and the sample surface, which can be used with an electrical feedback loop to image the surface at an extremely small scale. To overcome a basic drawback of STM — that it can only image conducting or semiconducting surfaces — AFM was developed. Instead of detecting tunneling current, AFM “feels” the van der Waals force between the tip and the sample to image any type of surface, including polymers, ceramics, composites, glass, and biological samples.

With the advantage of high lateral (~ 1Å) and vertical (~ 0.1Å) resolutions, scanning probe microscopy (SPM) has begun to be used in nanopatterning semiconductor surfaces, a process which is called SPM nanolithography. The first experiments on surface modification were performed in the 1990’s by Dagata \textit{et al.} \cite{3,4}, using STM with the technique of local anodic oxidation (LAO) on a silicon surface in air. The minimum width of oxidation features was ~ 45 nm with an oxidation height of ~ 2 nm. This technique can be used for writing very fine oxide patterns on both
metallic and semiconductor surfaces, and thus has attracted the interest of semiconductor device developers as well as the rest of the scientific community. AFM nanolithography promises to become a useful addition to the well-established methods of electron-beam lithography. It is slower than e-beam lithography, but has the advantage of avoiding radiation damage.

This chapter will review AFM nanolithography on semiconductor and metal surfaces, including AFM LAO mechanisms, the effects of writing parameters on AFM LAO, and typical examples of nano-electronic devices patterned by AFM nanolithography. AFM nanolithography on soft materials by nano-scratching and local-electron exposure is systematically discussed in Ref. [5].

**AFM Nanolithography on Semiconductor Surfaces**

![Diagram of AFM local oxidation](image)

**Figure 4-1.** Process of AFM local oxidation: (a) water vapor adsorbed on silicon surface; (b) water dissociated into H\(^+\) and OH\(^-\) ions by electrical field between AFM tip and Si substrate; and (c) formation of SiO\(_2\) by the reaction OH\(^-\) with Si.

The phenomenon of SPM anodic nano-oxidation has proven to be of electrochemical nature\(^{[6]}\). The simplified mechanism is as follows (Fig. 4-1). A thin water film adsorbed on the sample surface under a controlled ambient humidity serves
as an electrolyte between a sample (anode) and the tip (cathode). The negatively biased tip imposes an external electric field which dissociates water molecules into an oxidizing species, presumably OH\(^{-}\). The field further enhances vertical drift of these species away from the tip towards the surface where they react with underlying atoms to form a localized oxide beneath the tip. The field strength decays across the growing oxide film and the oxide growth process self terminates at/below the critical electric field, which is on the order of \(10^7\) V/cm.

During STM nanolithography, bias voltages applied to the tip or sample are needed both for LAO processes and subsequent image scanning, whereas AFM surface imaging does not require bias voltages. Snow \textit{et al.} \cite{7} supposed that using AFM with a conductive tip offers an advantage over STM in that the exposure and imaging mechanism are decoupled. This guarantees independent writing and subsequent imaging of written patterns without risk of additional electrical exposure. A side-gate transistor was fabricated on an SOI substrate by AFM LAO with a minimum feature size of 10-20 nm, and showed that gate voltage could modulate source-drain current \cite{8}.

Avouris \textit{et al.} \cite{9} investigated the effects of ambient relative humidity (RH) on the AFM LAO of silicon within the range of 10-95\%, and found the aspect ratio of the writing patterns were dramatically affected by RH. The adsorbed water layer not only supplies the oxidizing species, but its finite conductance also leads to a defocusing of the electric field, which degrades the lateral resolution of the process. The highest aspect ratio structures formed at about 14\% RH.

Fontaine \textit{et al.} \cite{10} wrote a series of lines on the silicon surface by AFM LAO under different bias voltages on the AFM tip. They found that AFM LAO is strongly dependent on the tip voltage. The LAO cannot occur until the tip bias voltage is greater than a threshold value. The height of oxidation lines is approximately linearly proportional to the tip voltages.

Using AFM LAO of \(a\)-Si as an etching mask, a MOSFET gate was defined with length \(\sim 0.1\) µm by RIE \cite{11}. The hydrophilicity of the silicon surface was controlled by submersion in various chemical solutions, which is another way to control water layer parameters besides ambient humidity \cite{12}. The average height (width) of LAO feature
increased from 1.9 nm (330 nm) to 4.8 nm (550 nm). Si/SiGe heterostructures with thickness ~ 10 nm were nanopatterned by AFM nanolithography and selective wet etching \cite{13}, the details of which will be discussed later.

AFM LAO on GaAs can reach an oxidation height of 10−15 nm, greater than on silicon. Held et al. \cite{14} demonstrated that the LAO of a GaAs surface could deplete a two-dimensional electron gas (2DEG) ~ 35 nm underneath the surface in the modulation doped GaAs/AlGaAs heterojunctions, forming a potential barrier with high-resistivity. The delta-doping which supplied the carriers of a 2DEG was partially oxidized. Antidots and quantum point contacts as in-plane gate transistors have been fabricated and their performance at liquid nitrogen temperatures was discussed. The high specularity of electron scattering at the depletion boundaries was confirmed in Ref. \cite{15}. AFM nanolithography provides smaller lateral depletion lengths (less than 20 nm) compared to those for electron-beam lithography (~ 100 nm). Thus the steep potential walls of defined patterns give strong lateral quantum confinement, and result in a high sub-band energy splitting spacing \cite{16,17}.

**AFM Nanolithography on Metals**

SPM-based nanolithography has also been successfully applied to metal surfaces, such as Ti \cite{18,19,20}, Cr \cite{21,22}, Al \cite{23,24}, and Au \cite{25,26}. Sugimura et al. \cite{18} first applied STM to anodically oxidize a Ti surface, achieving ~ 30 nm spatial resolution. STM LAO was also used to pattern Cr surfaces with 25-nm resolution \cite{21}. Others have used AFM nanolithography to locally oxidize metals due to the advantage of AFM over STM in nanolithography, which was mentioned above.

Snow et al. \cite{19,23} made nanowires on Ti and atomic point contacts on Al films by AFM LAO patterning. The width of the wire was controlled by real-time measurement of device resistance as a feedback to the bias voltage on the AFM tip during fabrication. Structures with critical dimensions of less than 10 nm were fabricated. A quantized decrease in conductance of Al nanowires during the final stages of anodic oxidation in discrete steps of ~$2e^2/h$ was observed.
A single-electron transistor (SET) was fabricated on a Ti thin film by STM LAO \cite{20}. Two titanium oxidation lines with widths of 15-25 nm served as potential barriers to separate a quantum dot from source and drain. A Coulomb staircase of source/drain current vs. source/drain voltage was observed at room temperature.

Boisen \textit{et al.} \cite{24} used aluminum and aluminum oxide written by AFM nanolithography as masks for the reactive ion etching (RIE) for the fabrication of suspended submicron silicon and silicon oxide structures. Aluminum is a commonly used metal in complementary metal-oxide-semiconductor (CMOS) electronics fabrication. Hence, this patterning technique is CMOS compatible, making it possible in principle to fabricate advanced nano-mechanical structures with integrated microelectronics.

Schmidt \textit{et al.} \cite{27} investigated current-induced local oxidation (CILO), another route for oxidizing thin metal Ti and Nb films with nanometer-scale resolution. High in-plane current densities were applied to a narrow metal strip on order of 100 nm in width, which was surrounded by oxide regions previously fabricated by means of the “usual” AFM nano-oxidation. This resulted in the formation of an insulating oxide barrier. Towards the end of the barrier formation, only atomic-scale channels in Nb remain unoxidized. A reduction in conductance in steps of $2e^2/h$ with the oxidation was observed.

These results on metal and semiconductor surfaces show that AFM nanolithography by local oxidation is a viable tool for patterning experimental device structures.

\textit{Development of AFM Nanolithography}

There are several critical issues which need to be addressed for AFM nanolithography to progress from a tool for research to a tool for commercial applications.

First, the wear of an SPM tip during the nanolithography process is one of them. The AFM tips for nanolithography are typically made of doped silicon. They are damaged by the writing process. Dai \textit{et al.} \cite{28} believe the remedy is to use carbon
nanotube probes. Reliable ~ 10-nm-wide oxidation lines with high uniformity over large area were achieved without noticeable wear. They claimed that nanotube tips are impervious to high compressive and lateral forces and breakdown at high electric field. A high writing speed of 0.5 mm/s was also achieved using nanotube tips.

Another obstacle to commercialization of AFM nanolithography is its slow rate of writing. Snow and Campbell \cite{29} declared successful experiments on AFM oxidation of metal silicide processes with a minimum exposure time of ~ 300 ns for a 30 nm size pixel which corresponds to a maximum write speed of ~ 10 cm/s. To increase the writing speed of AFM, multi-probe AFM with parallel operation at high-speed has been developed \cite{30,31}. An array of 50 probes with 200-µm-pitch was designed to be controlled by a personal computer (PC). Automatic parallel imaging was demonstrated by using four cantilevers within the array of 50 cantilevers. Later, they successfully used two AFM probes to simultaneously pattern polymer resist by in-situ varying the bias voltage on each tip to ensure that a constant current was emitted. The writing speed reached ~ 1 mm/s.

Advances in AFM nano-oxidation allowed for the demonstration of an extra dense data storage media having capacity of 1.6 Tera-bit per square inch \cite{32}. Using a single-walled carbon nanotube with 2-5 nm diameter, 8-nm-bits on 20-nm-pitch were written on a flat titanium surface at a rate of 5 kbit/s. Areas up to 16 µm² can be written several times by a single nanotube tip without degradation of resolution or uniformity. While there are a number of technical issues that still need to be addressed, this work shows the promise and necessities of commercial development for AFM nanolithography.

### 4.2 Instrumentation Issues

The operation of AFM nanolithography is different from that of AFM imaging. During AFM imaging, the movement of the AFM tip covers the entire surface within the region of interest by a means of a raster scan. In contrast, during AFM
nanolithography, the tip scans only in the specific area for local oxidation with the applied bias voltage on at the same time. Therefore, AFM nanolithography relies on the fact that state-of-the-art AFM equipment allows for direct scripting of the pattern and the tip is to follow the surface in a very accurate manner.

Since the wear of an AFM tip in tapping-mode is less than in contact-mode, AFM operates in tapping-mode during our AFM LAO experiments. Tapping-mode AFM operates by scanning a tip attached to the end of an oscillating cantilever across the sample surface. The cantilever is oscillated at or near its resonance frequency with an amplitude ranging typically from 20 nm to 100 nm. The tip lightly “taps” on the sample surface during scanning, contacting the surface at the bottom of its swing. A laser beam (Fig. 4-2 [33]) shines on the tip cantilever, and is reflected into a split photodiode detector. The tip movement in the z-direction is monitored by the root-mean-square (RMS) of the oscillation signal acquired by the photo-detector. A feedback loop maintains the oscillation amplitude at a constant “setpoint” during AFM scanning. The vertical position of the scanner at each (x,y) data point is thus stored by computer to form the topographic image of the sample surface.

![Figure 4-2. Schematic diagram of tapping-mode AFM of Digital Instruments [33].](image)
To achieve AFM nanolithography, three functionalities are added to the above: (1) a script program which manipulates AFM tip movement, (2) a DC bias-voltage applied to AFM tip to promote LAO, (3) a humidity-controlled environment which supplies water-vapor as the electrolyte for anodic oxidation.

The NanoMan system from Digital Instrument (in Fig. 4-4) provides software to directly control the AFM probe to draw dots, lines and polygons. The interface allows the user to control writing parameters needed for nanolithography and nanomanipulation, including probe velocity, vertical (Z) position, amplitude setpoint, applied voltage, and pulse strength and duration. To write complex patterns with accurately defined in-plane coordinates, we used script language to write a recipe. One example is listed in Appendix B.

The bias voltage applied on AFM tips is supplied by an AFM electronic controller with a range of −10V to +10V. Higher bias voltage on tip can be obtained with a voltage amplifier in order to enhance the AFM local oxidation. As shown in Fig.
4-3, the humidity of the homemade environmental chamber is controlled by a homemade water-bubbler. Nitrogen is injected into water reservoir, and blows out water vapor. Another nitrogen injection for “dry” is mixed with the water vapor to provide a controlled-humidity atmosphere. The flow rates of the two nitrogen injections are controlled individually by adjustable flow meters. The humidity and temperature around the sample surface are monitored by humidity and temperature sensors. Figure 4-4 is a picture of the AFM instrument setup. During AFM operation, the dome is closed in order to reduce mechanical noise and maintain the desired humidity level.

![Figure 4-4. Photo picture of NanoMan system and water bubbler.](image)

4.3 AFM Nanolithography Examples

AFM local oxidation has been successfully performed using our equipment. Figure 4-5 shows the results of AFM local oxidation on silicon surfaces with bias
Figure 4-5. AFM local oxidation on Si surface.
Figure 4-6. AFM LAO on a Si grown on a relaxed SiGe buffer with RMS roughness $\sim 3.0$ nm in (a) of $20 \times 20 \, \mu\text{m}^2$ area. (b) A high resolution image of the bottom-left corner of (a).

Figure 4-7. AFM LAO on GaAs with oxidation height $\sim 10$ nm.
voltages of (a) $-8\,\text{V}$ and (b) $-12\,\text{V}$ applied to the tip with the respect to the substrate. In Fig. 4-5 (a), the oxidation line width is $\sim 20\,\text{nm}$, and oxidation height is $\sim 0.75\,\text{nm}$. The oxidation pads in Fig. 4-5(b) are written line-by-line with AFM LAO. They can be used as etching-mask to fabricate nanometer-scale electronic devices. All these results indicate that the AFM tip can be well manipulated in our experiment set-up to write any kind of patterns.

AFM local oxidation on a rough surface was also performed using our AFM set-up (Fig. 4-6). A 8-nm-thick Si layer was epitaxially grown on a thick relaxed SiGe buffer. This tensile-strained Si layer has enhanced electron mobility, therefore such layers have recently attracted much interest. During growth, the compressive strain in the SiGe layer due to the lattice mismatch with the Si substrate will relax when SiGe layer thickness is greater than the critical thickness, at which point the dislocation energy becomes lower than the strain energy. The relaxation of the SiGe layer leads to a rough surface. The RMS roughness in a $20\times20\,\mu\text{m}^2$ area is $\sim 3.0\,\text{nm}$ with peak-to-valley roughness of $\sim 20\,\text{nm}$. During AFM nanolithography, a feedback loop was kept on to ensure a constant oscillation amplitude ($\sim 0.06\,\text{V}$ signal from photodetector). The AFM wring speed was reduced to $0.5\,\mu\text{m}/\text{s}$. We can clearly see in Fig. 4-6(a) that the oxidation lines ($\sim 20\,-\mu\text{m}$ in length) cross the peaks and valleys of the rough surface with good unifomity. An enlarged AFM image in Fig. 4-6(b) shows that approximately 150-nm-wide oxidation lines were formed in the pattern of a quantum dot device.

AFM LAO on a GaAs surface is shown in Figure 4-7. The oxidation lines with a height of $\sim 10\,\text{nm}$ deplete the two-dimensional hole gas (2DHG) about 35 nm under the surface, and form potential barrier in it\cite{34}. Two parabolic lines define a quantum point contact. Electrical measurement shows the conductance of the point contact decreases in steps of $\sim 2e^2/h$ as the two palnar gate voltages increase.

We gratefully acknowledge the work of Dr. Leonid Rokhinson, who initially developed the AFM oxidation process for nanopatterning at Princeton.
4.4 Summary

The history and development of AFM LAO on semiconductor and metal surfaces have been reviewed. Using our AFM instrument set-up with a controlled-humidity environment, we have successfully created patterns on a flat Si surface, the rough surface of Si on relaxed SiGe buffer, and GaAs surfaces. Specific results of linewidth vs. voltage, writing speeds, Si vs. SiGe surface, and transfer of the oxidation patterns to other layers will be discussed in the next chapter.
Chapter 4. Review of AFM Nanolithography
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Chapter 5

AFM LITHOGRAPHY
NANOPATTERNING OF Si/SiGe
HETEROSTRUCTURES AND EPITAXIAL
SILICON REGROWTH

5.1 Introduction

Bandgap engineering and the ability to control strain in Si/SiGe heterostructures give rise to possibilities for devices with enhanced performance over those in bulk silicon\textsuperscript{[1,2]}. Tensile strain in Si, introduced by growing a Si film on a relaxed SiGe buffer, enhances the electron mobility in Si MOSFETs up to 80\% \textsuperscript{[3]}. The current record value of electron mobility in a strained Si 2DEG (in a Si/SiGe modulation doped heterostructures) is \( \sim 500,000 \text{ cm}^2/\text{Vs} \) at 0.4 K \textsuperscript{[4]}. Si/SiGe nanodevices, such as quantum dots, may offer new device functionality. Therefore, the nanopatterning of Si/SiGe heterostructures has been of great interest. The conventional nano-fabrication approach is electron-beam lithography and reactive-ion etching (RIE). These are high-energy processes which can cause radiation and etching damage, leading to the possibility of interface states or deep levels in quantum devices. Therefore, finding a low-energy patterning process is an important technological challenge for the fabrication of nanostructure devices.
As we mentioned in chapter 4, atomic force microscopy (AFM) with low tip voltages (~10 V) under a controlled humidity environment can locally oxidize silicon. The oxide feature size is on a scale of tens of nanometers \[^5\]. Nanoelectronic devices using AFM local oxidation have been fabricated on silicon \[^6\], metal \[^7\] and gallium arsenide \[^8\]. However, the patterning of Si/SiGe heterostructures using AFM local anodic oxidation (LAO) has not previously been demonstrated to the best of our knowledge.

In this chapter, AFM methods of nanopatterning Si/SiGe heterostructures are demonstrated \[^9\]. AFM local oxidation has been performed on bulk Si and strained SiGe. Two different pattern transfer methods are shown. A SiGe single-hole transistor, composed of a quantum dot, was fabricated by AFM local oxidation. The device exhibits Coulomb blockade oscillations. The device characteristics were adversely affected by the bare dot surface. Therefore, the epitaxial regrowth of silicon on nanopatterned SiGe was investigated.

### 5.2 Experimental Details of AFM Local Oxidation

AFM local oxidation was performed at room temperature in tapping mode on a Dimension 3000 from Digital Instruments. A heavily-doped silicon tip with nominal curvature radius smaller than 10 nm was used (MikroMasch Inc.). In tapping mode, the AFM cantilever is driven by a piezoelectrode to oscillate at or near the resonant frequency (~ 350 kHz) of the tip cantilever. Three kinds of samples were used in our experiment: a boron-doped p-type silicon wafer with resistivity of 10 Ω cm, pseudomorphically compressive-strained Si\(_{0.8}\)Ge\(_{0.2}\) layer with a thickness of ~ 10 nm deposited on a silicon (100) substrate by rapid thermal chemical vapor deposition (RTCVD), and finally a p\(^+\) doped Si\(_{0.7}\)Ge\(_{0.3}\) layer on Si with a thin (~ 2 nm) Si cap layer. Before AFM local oxidation, the sample was first submerged in acetone and isopropanol in an ultrasonic bath for 10 min each, and then dipped into a 10% diluted aqueous HF solution for 1 min. A subsequent deionized water rinse for 1 min led to the
Si or SiGe surface being passivated with hydrogen \[^{[10]}\]. During AFM writing, a feedback loop was enabled to keep the tapping amplitude (and thus the average distance from sample surface to the tip) at the “set-point” of 0.04–0.1 V, which is much lower than the value ~ 1.0 V for image scanning. A smaller tapping amplitude leads to a high electric field for AFM local oxidation. The relative humidity was kept constant at ~ 70% by bubbling nitrogen through water into an environmental chamber surrounding the tip, as shown in Fig. 4-2. The bias voltage on the tip with respect to the grounded sample was varied from –10V to –38 V. The tip movement was programmed by a script language.

5.3 AFM Local Oxidation of SiGe Alloys

![Figure 5-1](image)

**Figure 5-1.** Fine oxide lines on strained Si\(_{0.8}\)Ge\(_{0.2}\) by AFM lithography at the bias voltage –12V.

The first nanopatterning method used was the direct AFM LAO of the SiGe layer. Figure 5-1 shows a set of oxidation lines in strained Si\(_{0.2}\)Ge\(_{0.8}\) fabricated by AFM nanolithography created with a tip bias voltage of ~12V and tip writing speed of 1.0 \(\mu\text{m}/\text{s}\). Because the oxide has about twice the volume of the silicon or silicon-
germanium consumed, the AFM local oxidation feature is higher than the rest of the surface, and is readily identifiable in the subsequent regular AFM scans. The full width at half magnitude (FWHM) of the oxidized lines is smaller than 20 nm. AFM LAO on strained Si$_{0.2}$Ge$_{0.8}$ layer at different bias voltages before and after the removal of oxide is shown in Fig. 5-2(a) and Fig. 5-2(b) respectively. Each of the isolated oxidation lines had a different bias voltage applied on the tip, ranging from –10 V to –32 V, as labeled in Fig. 5-2(a). During AFM LAO, the tip writing speed was ~ 1.6 $\mu$m/s. Subsequent HF selective wet etching to remove the oxide faithfully transferred the oxidation feature into the SiGe layer (Fig. 5-2b). Fig. 5-2(c) shows the topography profile along the

**Figure 5-2.** AFM oxidation lines of Si$_{0.8}$Ge$_{0.2}$ with different bias voltages between the tip and sample. The scan speed was 1.6 $\mu$m/s, and the tapping amplitude setpoint was 0.04 V. (a) after oxidation; (b) after removing the oxide by HF; (c) height profile along arrow lines in (a) and (b).
Chapter 5. AFM Lithography Nanopatterning of and Epitaxial Silicon Regrowth on Si/SiGe Heterostructures

Figure 5-3. Height, depth (after HF etching) and FWHM of AFM oxidation lines on strained Si_{0.8}Ge_{0.2} alloys as a function of different bias voltages between the tip and sample. The writing speed was 2.0 µm/s and amplitude setpoint was 0.04 V. The dashed line is a fit of the height data using Eq. 1. The inset is a schematic of AFM oxidation and oxide removal.

Arrow lines indicated in (a) and (b). The oxide height, depth and width all increase with the bias voltage (Fig. 5-3). The minimum linewidth (FWHM) of less than 20 nm occurs with a bias voltage –14 V, causing a feature ~ 1.0 nm above the surface after oxidation and a depression of ~ 0.8 nm after oxide removal. The ratio of peak heights of the oxide lines after oxidation to the valley depths after oxide removal is about 3:2. This corresponds to a ratio of SiGe removed to the total oxide thickness of ~ 0.4, which is close to that observed in conventional silicon oxidation of ~ 0.44. It should be noted that we do not know at present if the oxide that forms has the same ratio of Si to Ge as
in the substrate, or if the oxide is SiO$_2$ with Ge “snowplowing” ahead below the oxide. Both cases have been observed during thermal oxidation under different conditions $^{[11]}$, although the former case is preferred at low temperatures.

Snow and Campbell $^{[5]}$ have proposed field-assisted anodic oxidation as the mechanism of AFM oxidation of silicon, detailed in Sec. 4.1. This involves three steps: (1) water vapor adsorbs on the silicon surface; (2) the electric field resulting from the voltage between the tip and the sample dissociates water into hydrogen (H$^+$) and hydroxyl (OH$^-$) ions; (3) OH$^-$ ions react with holes (h$^+$) from the Si surface to form silicon dioxide. The chemical reaction is Si + 4h$^+$ + 2H$_2$O $\rightarrow$ SiO$_2$ + 4H$^+$. We assume a similar model to describe the oxidation of silicon-germanium. That the oxidation rate depends on the tip voltage (and thus electric field) suggests that the rate is limited by the formation of OH$^-$. The step height $h$ was fitted to the following model, which was used to describe the kinetics of AFM oxidation $^{[12]}$:

$$ h(t, V) = \frac{V}{E_0} \ln \left[ \frac{RE_0t}{V} + 1 \right], \quad (5-1) $$

where $V$ is the tip bias voltage, $t$ is the exposure time to the electrical field, and $R$ and $E_0$ are constants, representing the maximum oxidation rate and Fowler-Nordheim tunneling parameter respectively. Using equation $t = w/v$, we can convert the writing speed to the exposure time during AFM LAO, where $w$ is the oxide feature width. In Fig. 5-3, the average linewidth is $\sim 60$ nm, so we use exposure time $t = 30$ ms for curve fitting of Eq. 5-1. The best fit for the experiment results in Fig. 5-3 was given by $E_0 = 45$ V/nm (same as for Si in Ref. 12) and $R = 1050$ nm/s. The fast writing speed ($v = 2.0$ µm/s) and hydrophobic SiGe surface suggests the source of oxidation should be from water vapor instead of water liquid at a relative humidity $\sim 70\%$. Note that here the $R$ is much less than that of AFM LAO on a hydrophilic silicon surface treated by chemical solution $\sim 10^7$ nm/s $^{[12]}$. This further confirms it is the supply of OH$^-$ ions that dominates AFM LAO rate.
Figure 5-4. Feature height of AFM LAO on silicon and Si_{0.7}Ge_{0.3} as a function of writing speed. The scattered marks are experimental data, and the dashed and solid lines are logarithmical fitting.

Figure 5-5. Comparison of feature heights of AFM oxidation on Si and Si_{0.7}Ge_{0.3} as a function of the bias voltage.
AFM local oxidation is also dependent on the tip writing speed, as shown in Fig. 5-4. Here, the tapping amplitude was set at 0.04V and bias voltage on AFM tip was -22 V. The oxidation rate is almost constant for writing speeds above 20 µm/s, and increases markedly for slower speeds. The solid line in Fig. 5-4 is the logarithmical fit to the experimental data, which is agreeable to the kinetics of AFM LAO quantified in Eq. (5-1).

In Fig. 5-4 and Fig. 5-5, the AFM local oxidation of Si$_{0.7}$Ge$_{0.3}$ is compared with that of Si. On both silicon and silicon-germanium, the oxide thickness decreases logarithmically with the increase of writing speed and increases approximate linearly with the increase of bias voltage. However, the feature height (and thus the oxide thickness) on Si$_{0.7}$Ge$_{0.3}$ is lower than on silicon. In contrast, under thermal wet oxidation (~ 800 °C), the oxides grown on SiGe can be 2.5 times thicker than those grown on silicon [13]. Thus the lower rate of AFM oxidation on SiGe might be associated with a lower rate of water dissociation, or with differences in the water adsorption on the sample surfaces, rather than a lower reaction rate of the oxidizing species with SiGe. It has been reported that unlike on silicon, water does not stick easily on a Ge(100) surface at room temperature [14]. The disappearance of the infrared Ge-H stretching vibration when Ge(100) is exposed to water at room temperature leads to a conclusion that either absorption does not occur (low sticking coefficient) or adsorption occurs without dissociation, which is in contrast with Si(100) which has a higher possibility of water dissociation [15]. However, how this relates to a Si$_{0.7}$Ge$_{0.3}$ surface, and to the oxide surface which is present once oxidation begins, is not known.

### 5.4 Nanopatterning of Si/SiGe Heterostructures

Our goal is to use AFM local oxidation to pattern nanodevices in Si/SiGe heterostructures. From the above experiments, we find the maximum thickness of SiGe oxidized by AFM LAO is less than 2.0 nm when the absolute bias voltage on the AFM
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tip is $\leq 30\text{V}$. A higher voltage $V > 40\text{ V}$ causes linewidth greater than 300 nm. Thus devices with a SiGe layer thickness greater than 2.0 nm cannot be directly patterned by a single direct AFM LAO step. Therefore, the layer structure shown in Fig. 5-6(a) was used with a modified pattern transfer approach. A 9-nm-thick $p^+\text{-Si}_{0.7}\text{Ge}_{0.3}$ strained layer with 2-nm-thick $i\text{-Si}_{0.7}\text{Ge}_{0.3}$ layers on top and bottom of it was first grown on silicon as a conduction layer for a device, followed by a thin ($\sim 2\text{ nm}$) Si cap. At low temperature, the holes are confined to the doped SiGe layer by the valence band offset between Si and compressive-strained SiGe.

One way to define nanostructures is to cut the $p^+\text{-Si}_{0.7}\text{Ge}_{0.3}$ layer laterally. First, the 2-nm-thick silicon cap layer was locally oxidized by AFM (Fig. 5-6(b)). The silicon oxide was subsequently removed by diluted HF (Fig. 5-6(c)), and finally selective wet etching to transfer pattern into thick SiGe layer. The degree of lateral etching due to the isotropic wet etch is greater than shown.

**Figure 5-6.** Process to pattern Si/SiGe nanostructure: (a) Layer structure; (b) Si cap AFM local oxidation; (c) HF dip to remove SiO$_2$; (d) selective wet etching to transfer pattern into thick SiGe layer. The degree of lateral etching due to the isotropic wet etch is greater than shown.
etching (HF: H₂O₂: CH₃COOH = 1: 2: 3) of the SiGe with a selectivity ~ 400: 1 over silicon [16] transferred the oxide pattern into the strained Si₀.₇Ge₀.₃ layer (Fig. 5-6(d)). Compared with direct AFM oxidation, this second method reduces pattern resolution due to the isotropy of the wet etching, and increases the minimum linewidth from 20 nm to 50 nm. However, 10-nm-thick SiGe layers were successfully patterned by this approach. Demonstration of this nanopatterning technique to create a quantum dot device is shown in Fig. 5-7(a) and Fig. 5-7(b).

Figure 5-7. AFM images of a SiGe quantum dot fabricated by AFM nanopatterning approach (a) after AFM oxidation and (b) after selective wet etching. The device is discussed in Sec. 5.5.

To confirm the patterning of the SiGe layer, a Hall bar was fabricated by first etching the Si and SiGe of the sample by optical lithography and RIE before AFM lithography. This created a mesa structure with a height of ~ 200 nm. Ohmic contacts were made for electrical measurements by Al thermal evaporation and a forming-gas anneal. A line was then cut across the current path in the SiGe layer (Fig. 5-8a) by AFM LAO of silicon and selective wet etching of Si₀.₇Ge₀.₃ as described above. The $I-V$ characteristics of the device were measured in liquid helium ($T = 4.2$ K, Fig. 5-8b).
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Figure 5-8. (a) AFM image of a line cut across Hall bar by AFM local oxidation and selective wet etching in a sample with the layer structure of Fig. 5-6. The sample was pre-patterned by optical lithography and RIE to create mesa Hall bar structure. (b) Hall bar resistance measurement at $T = 4.2$ K before and after line cutting the Hall bar.
At this low temperature, all the carriers in the sample were frozen out except holes in the p$^+$-SiGe layer with boron doping concentration $\sim 1\times10^{19}$ cm$^{-3}$, greater than the metal-insulator transition point \cite{17}. The holes are confined to the SiGe by the valence band offset. The resistance of the original Hall bar without cutting line is $\sim 130$ k$\Omega$, which increases to $\sim 10$ G$\Omega$ after the SiGe layer was cut at the line. This clearly indicates the complete cutting of the p$^+$-SiGe layers by the wet etch method to transfer the AFM oxidation pattern in Si to the SiGe. Note that the potential barrier formed by line cutting starts to leak when applied voltage $|V| > 8$ volts. This is presumably due to holes in the SiGe tunneling into the silicon substrate, and then moving across the gap to the other SiGe section.

### 5.5 SiGe Quantum Dot Device

Quantum dots (QDs) are spatially small regions to which carriers may be confined in three dimensions. The number of carriers may range from one to a few thousand electrons or holes. Because of the small volume, the allowed electron energies within the dot are quantized, forming a discrete spectrum of quantum states not unlike the energy levels of an atom. When a QD is weakly coupled with two electron reservoirs (source and drain) and its electrochemical potential is controlled by gate, a single electron transistor is formed (Fig. 5-9). Adding one electron to the QD will increase the energy of the QD by $e^2/C_\Sigma$ due to Coulomb interaction of electrons, where $C_\Sigma$ is the total capacitance of the QD. When this Coulomb charging energy $e^2/C_\Sigma$ is substantially greater than thermal energy $k_B T$, the tunneling of electron to the QD is prohibited except at certain gate voltages. This is called a Coulomb blockade. With the tuning of the electrochemical potential of the QD by applying a gate voltage, one electron tunnels from the source into the QD and from the QD into the drain as one empty energy level in the QD is adjusted to be lower than Fermi-energy levels of the
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Figure 5-9. Schematic diagram of a QD laterally connected to source/drain contacts by tunnel junctions, and to a gate by a capacitor.

Figure 5-10. Schematic diagram of QD fabricated by AFM LAO and wet etching, and path of hole transport in the device.
source and drain. The number of electrons in the QD changes one by one, alternating with Coulomb blockade of tunneling. To observe this phenomenon, the other requirement is that the tunneling junctions of source/dot and drain/dot are opaque enough, with the resistance $R_t \gg h/e^2$, so that electron is located either in the source, or in the drain, or on the dot. Thus the fluctuation of the number of electrons in the QD is negligible. The theoretical background of these QD devices will be described detailed in Chapter 6.

A SiGe quantum dot was fabricated on the Si/p⁺-SiGe/Si layer structure of Fig. 5-6(a) by AFM local oxidation and wet etching as described above. Figure 5-7(a) shows the dot structure after AFM local oxidation. The dot size was estimated to be ~160 nm in diameter. It became smaller after wet etching, and was expected to be ~70–100 nm. The small size of the quantum dot leads to a low QD capacitance so that the charging energy $e^2/C_\Sigma >> k_BT$ at $T = 4.2$ K. As shown in Fig. 5-10, the dot is directly connected to the source and drain. However, at the two laterally narrow regions at the junctions of source/dot and dot/drain, potential barriers form due to quantum confinement. Combined with the Si/SiGe valence band offset below the dot, and the air interface on the top of the dot, and the dot sides after patterning by AFM, a quantum dot for holes is formed. The two co-planar SiGe regions on either side of the dot are electrically insulated from it (through the cutting of the SiGe layer), and thus serve as lateral gates, which can modulate the electrical potential in the dot. Similar structures have been made in doped SiGe layers on silicon-on-insulator substrates fabricated by electron-beam lithography and RIE [18].

Electrical measurement on this QD device was first performed at $T = 4.2$ K. In Fig. 5-11, we see that the source-drain current decreases with one gate voltage, and goes to zero at $V_g = 6$ V. This is the normal behavior of a transistor, which would be seen at room temperature if parallel conduction through the substrate were shut off. Most significantly, the current also exhibits oscillations with gate voltage, which is believed to be due to Coulomb blockade effects. However, the oscillations (current peak height and peak position) are not reproducible at different scans, and the current has considerable noise.
The device was further cooled down to 0.53 K. At this low temperature, the conductance exhibits oscillations as a function of the gate voltage (Fig. 5-12), associated with a Coulomb blockade. The oscillations are not periodic, and $V_g$ scans in different directions are not reproducible. Figure 5-12(b) shows differential conductance with one gate voltage of the QD at source-drain voltages from $-30$ mV to $+30$ mV with a step of 4 mV. When source-drain bias voltage is low, source-drain currents are blocked at all gate voltages. Current peaks do not appear until $|V_{ds}| \geq 18$ mV. This “stochastic Coulomb blockade” [19] is the typical signature of tunneling through multiple QDs. The current flows only when the empty energy levels in all multi-QDs are tuned to line with the Fermi-levels of source and drain, which is, of course, accidental. High source-drain bias voltages (Fig. 5-12b) and high thermal activation (high $T$) enhance the possibility of this line-up.

Figure 5-11. Source-drain current vs. one planar gate voltage at $T = 4.2$ K and $V_{ds} = 40$ mV. The other gate was grounded. The solid line represents the electrical results for the 1st measurement scan, and the dotted line is for the 2nd scan.
Figure 5-12. Electrical characteristics (differential conductance vs. gate voltage) of the SiGe quantum dot fabricated by AFM LAO and selective wet etching, at $T = 0.53$ K with source-drain bias at (a) $-34$ mV and (b) $-30$ mV to +30 mV with bias step of 4 mV. In (b), all curves are offset by 1.2 $\mu$S.
Chapter 5. AFM Lithography Nanopatterning of and Epitaxial Silicon Regrowth on Si/SiGe Heterostructures

The multiple QDs were not created and designed, which are attributed to the large number of trap states at the surface of the SiGe. In the dot, the electron wavefunction extends to the surface of the etched region, which is not passivated (except by a thin native oxide). Thus, trapping-detrapping of charges at the surface is expected. The irreproducibility of the $I-V$ curves, such as that in Fig. 5-11 is also attributed to the trapping/detrapping of the carriers by various defect states. Thus we conclude that the performance of the device is greatly impaired by the unpassivated surface of the dot.

To passivate the SiGe QD device, we plan to use silicon epitaxial regrowth to cover the exposed SiGe surface. Due to the coherent interface between strained SiGe and Si, the interface states are expected to be removed. The regrowth process is described in the next three sections, and the device characterization of the passivated device in chapter 6.

5.6 Motivation for Hetero-Epitaxial Dot Passivation

As in our devices, QD devices fabricated in unpassivated heavily-doped-silicon on insulator (SOI) exhibit Coulomb blockade oscillations with irreproducible oscillation peak positions and peak amplitudes, which are related to surface defects at the Si/SiO$_2$ interface [20,21]. As we know, the best quality thermal SiO$_2$ has interface defect state density greater than $10^{10}$ cm$^{-2}$ with Si [22]. We think this is why the $I-V$ characteristics of Si QD devices with a MOSFET structure have undesired oscillations at low temperatures [23]. To remove the defect states related to SiO$_2$, we propose that the surface of the SiGe QD device should be passivated by silicon epitaxial regrowth after AFM nanopatterning, as shown in Fig. 5-13. The compressive-strained SiGe (on a Si substrate) has a lattice-matched interface with epitaxial silicon. Therefore, interface
states are therefore expected to be removed in a SiGe QD device passivated by silicon epitaxial regrowth.

![Schematic drawing of SiGe QD device and Si epitaxial regrowth.](image)

**Figure 5-13.** Schematic drawing of SiGe QD device and Si epitaxial regrowth.

After the surface of epitaxial layers is exposed to the atmosphere and patterned by lithography, it is covered by native oxide and other impurities. To obtain clean epitaxial regrowth, the oxide and impurities must be first removed. Preparing a “clean” Si or SiGe surface for epitaxial growth is very important for high quality structures. Traditionally, CVD growth requires high temperature *in-situ* cleaning, such as hydrogen baking at 1000 °C, to remove contamination from the surface. Such temperatures are often unacceptable if the pre-existing devices have dopant profiles, as is the case in our devices. Pre-cleaning processes with low thermal budgets have been studied by many groups \cite{24,25,26}. Recently, Carroll *et al.* \cite{26} has achieved a carbon-free and oxygen-free silicon surface with hydrogen baking at 800 °C, upon which SiGe was then grown at 625 °C. However, little work has been done to develop process to clean SiGe for further Si growth. In the next two sections, the epitaxial regrowth process of Si on SiGe surface will be investigated.
5.7 Planar Regrowth Process of Epitaxial Silicon on SiGe and Material Characterization

5.7.1 Cleaning and Epitaxial Condition

First experiments were done on an unpatterned SiGe surface. After first growing a 1-µm-thick silicon buffer at 1000 °C, a pseudomorphically strained Si_{0.8}Ge_{0.2} layer with a thickness of ~ 20 nm was grown at 625 °C by RTCVD. A silicon capping layer can be directly grown at 700 °C if desired (uninterrupted growth), or the growth can be interrupted. To simulate the handling of a wafer which will be received from AFM patterning, the wafer was then unloaded from the CVD reactor and left in a fume hood for half an hour. Before loading back into the CVD chamber, the sample was chemically cleaned by a mixture of H₂SO₄: H₂O₂ = 1: 1 for 15 min and dipped in diluted HF with DI water (1: 1000) for 2 min [26]. The wafer surface was then cleaned by an in-situ bake in hydrogen with a flow rate of 3 lpm and pressure of 10 torr, at a temperature of ~ 800 °C for 2 min. Then, 100-nm-thick silicon was subsequently regrown at 700 °C. The flow rate of dichlorosilane was 26 sccm in a hydrogen carrier at 3 lpm at a pressure of 6 torr. The growth rate is ~ 26 Å/min. Note that the diffusivity of boron in SiGe at 800 °C is ~ 2×10^{-17} cm²s⁻¹ [27]; thus the diffusion length is < 1 nm for 2 min. The boron diffusion should be insignificant in our regrowth process. No patterning was done on this sample.

5.7.2 SIMS Analysis

The Si/SiGe interface quality was characterized by secondary ion mass spectroscopy (SIMS) and photoluminescence (PL). All characterization (by SIMS or PL) was done within 20 mm of the wafer center. SIMS was done at Evans East, NJ, using a 3 keV Cs⁺ primary ion beam. The sputtering rate was 5-15 Å/s, characterized
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by profilometry, leading to a 5% uncertainty in depth profile. The carbon and oxygen detection limits are approximately $10^{17}$ and $10^{18}$ cm$^{-3}$, respectively. The chemical specie concentrations were measured to within 15% error. Figure 5-14 shows SIMS results on the regrown sample. At the interruption interface between the SiGe and the Si cap, no increase of oxygen, phosphorous, or boron was detected, which means 800 °C is high enough to remove the native oxide on SiGe surface. The carbon has a slight increase across the whole SiGe layer, and the integrated concentration is $\sim 1.5 \times 10^{12}$ cm$^{-2}$. We do not know the exact source of the carbon increase in this regrowth process. It may be due to the lower bake temperature. However, the fact that the carbon concentration starts increasing at the beginning of SiGe growth instead of the ending

Figure 5-14. Oxygen, carbon, phosphorous, boron and germanium SIMS profiles of a sample with epitaxial regrowth of silicon on strained SiGe layer. Before regrowth, an \textit{in situ} hydrogen bake at 10 torr and 800 °C for 2 min was performed.
position (i.e. the regrowth interface) makes us think that the carbon increase is related to the SiGe growth rather than the regrowth process. (We do sometimes find a carbon increase in the SiGe layer grown at 625 °C immediately after Si growth at 700 °C in our RTCVD reactor without interruption\textsuperscript{[28]}. It may be because the lower growth temperature and/or a higher carbon absorption coefficient on SiGe than on Si lead to a high carbon concentration at the interface when RTCVD growth switches from Si to SiGe).

5.7.3 Photoluminescence

Photoluminescence was performed at 77 K with a pump of an argon laser with a wavelength of 514 nm, intensity on the sample of ~ 10 W/cm\(^2\), and total pump power of ~ 1.0 W. The PL spectra were detected after a monochromator by a germanium detector cooled down by liquid nitrogen with an applied negative bias ~ 250 V. An AC lock-in amplifier was used to reduce noise. In our sample, the compressively strained SiGe layer, from which the PL is emitted, is surrounded by Si layers above and below. The valence band offset confines holes to the SiGe. Most of the excited carriers are generated in the silicon substrate, and then diffuse into the SiGe quantum well, where radiative recombination of electrons and holes causes SiGe luminescence. The luminescence intensity from the strained SiGe quantum well is extremely sensitive to the carrier lifetime. Any defects or contamination at the interface will increase the non-radiative recombination rate, and thus decrease the luminescence intensity emitted from the strained SiGe. Therefore, the PL intensity from the SiGe (as well as the ratio of the PL from SiGe to that from the Si) is used to characterize the regrowth quality. Figure 5-15(a) shows the PL spectra from a 20-nm-thick Si\(_{0.8}\)Ge\(_{0.2}\) sample capped with Si grown in our RTCVD chamber without interruption\textsuperscript{[29]}. The two strong peaks are related to the no-phonon (NP) transition and transverse optical (TO) phonon replica (for conventional momentum conservation). The randomness of sites of Ge in SiGe alloy relaxes the crystal momentum-conservation rule during electron-hole recombination, which makes it possible that luminescence without a phonon accompanying to conserve momentum is emitted from SiGe layer. The silicon PL is emitted only via a TO-phonon
mechanism at 77 K. In the sample with a contaminated interface at the Si/SiGe, recombination quenches the two luminescence peaks from SiGe (Fig. 5-15b). Therefore, in our CVD system, a SiGe quantum well grown without interruption and presumably with a “clean” interface has a SiGe/Si intensity ratio of over 15 \cite{26}.

\textbf{Figure 5-15.} Photoluminescence spectra of Si$_{0.8}$Ge$_{0.2}$ samples at $T = 77$ K with (a) a “clean” Si/SiGe interface grown without interruption, and (b) a contaminated Si/SiGe interface. The two strong peaks in (a) are from the no-phonon (NP) transition and transverse optical (TO) phonon replica in SiGe layer \cite{29}.

Figure 5-16 shows the PL spectra from the sample of regrown silicon (r-Si) on strained Si$_{0.8}$Ge$_{0.2}$ with pre-cleaning at 800 °C, as described above. The two strong peaks from SiGe quantum well are clearly seen. The peak intensity is 30 times greater than that from the silicon TO peak, which indicates the regrowth interface between Si and SiGe is comparable to the uninterrupted interface.
5.8 Epitaxial Regrowth of Silicon on Nanopatterned Surfaces

5.8.1 Growth Procedure

In this section, we describe epitaxial silicon regrowth on nanopatterned SiGe surfaces and material characterization. The original layer structure was 2-nm-Si$_{0.7}$Ge$_{0.3}$, 9-nm-p$^+$-Si$_{0.7}$Ge$_{0.3}$, 2-nm-Si$_{0.7}$Ge$_{0.3}$, and 2-nm-Si (see Fig. 5-18b). The growth temperature was $\sim$ 625 °C for Si$_{0.7}$Ge$_{0.3}$ with GeH$_4$ (0.8% in H$_2$) flow rate at 300 sccm.

Figure 5-16. PL spectrum at $T = 77$ K of regrown silicon on strained Si$_{0.8}$Ge$_{0.2}$. During regrowth, in situ hydrogen pre-baking was done at 10 torr and 800 °C for 2 min.
H₂ at 3 lpm, dichlorosilane at 26 sccm and pressure at 6 torr. Si was grown at ~ 700 °C with the same condition except no germane. The intrinsic 2-nm-thick Si₀.₇Ge₀.₃ layers are used to prevent boron diffusion from p⁺-Si₀.₇Ge₀.₃ into the Si substrate and Si cap to make a more effective electrical barrier at the hetero-interfaces. A Hall bar was first patterned by conventional lithography and RIE to give reference features by which the later nanopatterns could easily be found. A nanoline was patterned into the Si₀.₇Ge₀.₃ by AFM local oxidation and selective wet etching (see Fig. 5-6). Si epitaxial regrowth was performed at 700 °C for 40 min after surface cleaning by wet chemicals and in-situ hydrogen baking for 2 min. The baking temperature was set at ~ 800 °C, but the real temperature on the sample was estimated to be ~ 775 °C [30]. The temperature of a 100 mm wafer in our CVD reactor decreases from the center to the edge. In this case, we used a small 1-cm square sample which was supported in a micromachined 100 mm wafer holder and located ~ 25 mm away from the center of the 100 mm wafer (see Fig. 5-17). Thus the actual sample temperature is < 800 °C.

![Figure 5-17. Small-piece sample position and temperature monitor position in a 100 mm wafer.](image)

### 5.8.2 Cross-Section TEM Observation

To characterize the regrowth interface, cross-section TEM has been performed on a patterned regrown sample. This TEM observation was performed by Dr. Nan Yao in Hitachi Labs of California. A Hall bar was first etched in the initial Si/SiGe structure as in Sec. 5-4. A nanoline was first patterned in the middle of the Hall bar by AFM.
oxidation of the top Si and wet etching of the SiGe as in Fig. 5-6. This was followed by a 20-nm-thick Si epitaxial regrowth (Fig. 5-18), using the above procedure. A cross-section TEM sample is very hard to make in this sample, because the length of the nano-structures we want to examine is fairly short (~ 30 µm) and the number of the nanolines is one or two due to AFM lithography limitations. Thus conventional sample preparation technique for cross-section TEM cannot be used. A focused ion beam (FIB) was used to prepare the TEM sample. A thin ridge was created along the dotted-line A-A’ in Fig. 5-18(a) by removing material on either side of it. Before FIB cutting, the sample surface was protected by depositing iridium and carbon layers. Gallium ion sputtering cut the sample and thinned the ridge down to a final thickness < 500 Å. The TEM observation and FIB sample preparation chambers are connected with each other. Thus, the TEM sample can be transferred back to the FIB chamber for further thinning if necessary.

![Diagram](image.png)

**Figure 5-18.** (a) A nanoline is patterned on a Hall bar by AFM LAO and wet etching; (b) the cross-section of the structure across the line A-A’, which was imaged by TEM.
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Figure 5-19. (a) Cross-section TEM images of regrown Si on a line trench in Si$_{0.7}$Ge$_{0.3}$ layer patterned by AFM LAO and wet etching. High-resolution TEM image of (b) regrown Si on Si substrate in the trench, and (c) regrown Si on strained Si$_{0.7}$Ge$_{0.3}$ layer outside of the trench. The regions of (b) and (c) are marked by the dashed-line rectangles in (a).
Figure 5-19(a) is the cross-section TEM image of the regrowth sample at the nano-trench. The width of the region where the SiGe was removed is ~ 200 nm. The interfaces of regrown-Si/Si substrate and regrown-Si/Si$_{0.7}$Ge$_{0.3}$ (at the left and right of the image) are clearly seen. At the right edge of the trench, an unusual edge profile of the SiGe is observed — SiGe etched more at the bottom than at the top, the opposite of that expected for wet etching. The silicon clearly conformally surrounds the SiGe on top sides as desired. High resolution images enlarged from the rectangles b and c in Fig. 5-19(a) are shown in Fig. 5-19(b) and (c), corresponding to the interfaces of the Si regrowth in the trench and outside of the trench, respectively. First, we can see the regrown Si is single-crystalline. The lattice continues at the interfaces of regrown Si on Si substrate in the trench and regrown Si on Si$_{0.7}$Ge$_{0.3}$ layer outside of the trench, which indicates the epitaxial regrowth has been achieved. However, both of the interfaces are not defect-free. Stacking faults exist in the regrown Si layer both above the Si substrate and the SiGe.

We do not know the exact reason for the defects, which may be related to an insufficient hydrogen bake temperature, a low growth temperature, or the chemical surface cleaning process. The possibility of a lower growth and cleaning temperatures than intended was explained in the previous section. The epitaxial regrowth process needs further development. However, we hope the electrically active defect density in our regrowth sample should be much less than that at Si/SiO$_2$ interface. While the Si/SiO$_2$ interface state density within the bandgap on a $<100>$ Si surface can be ~ $10^{10}$ cm$^{-2}$, it is known to be much higher on other surface planes and on irregular surfaces, as would be the case to surround a quantum dot. We hope that our devices are improved compared to previous Si or SiGe quantum dot devices with Si/SiO$_2$ passivation.
5.9 Electrical Characteristics of Nanolines after Epitaxial Regrowth

Figure 5-20. $I-V$ curves across a nanoline in a Hall bar (inset) with and without silicon epitaxial regrowth. After regrowth, the current starts to leak at a lower bias voltage (compared to Fig. 5-8).

$I-V$ characteristics across a nanoline in a $p^+$-doped SiGe Hall bar patterned by AFM nanolithography are shown in Fig. 5-20, both before and after epitaxial regrowth. Two curves (without cutting and after cutting but before regrowth) are the same as those in Fig. 5-8. The structure was then passivated by Si regrowth, following the same procedure as in the previous section. After the nanoline was passivated by silicon
epitaxial regrowth, the resistance across the nanoline is still more than four orders of magnitude greater than that before the line was cut (Fig. 5-20). However, the current through the nanoline is much higher at larger bias voltage than before regrowth. Breakdown now occurs at $|V| = 2 \text{ V}$, instead of $|V| = 8 \text{ V}$ before Si regrowth. Before regrowth, the leakage path was through the i-Si$_{0.7}$Ge$_{0.3}$ and the Si substrate (Fig. 5-21a). After regrowth, this path could leak more due to boron diffusion across the i-Si$_{0.7}$Ge$_{0.3}$ layer, which increases the leakage of the p$^+$-SiGe/i-SiGe uniaxial diode. The new leakage path could also go from the p$^+$-Si$_{0.7}$Ge$_{0.3}$ directly to the gap (Fig. 5-21b). This path has no i- Si$_{0.7}$Ge$_{0.3}$ setback layer to reduce the leakage of the p$^+$-SiGe/i-Si uniaxial diode $^{[31]}$.

After regrowth, the patterned nano-lines can still be considered insulating if the voltage across them is less than $\sim 2 \text{ V}$ in magnitude. This is still high enough for planar gates to be used to modulate the QD electric potentials, as required for single-hole transistors. This will be shown in chapter 6.

Figure 5-21. Current leakage path marked by dotted lines in the samples (a) before and (b) after Si epitaxial regrowth.
5.10 Summary

In summary, two nanopatterning methods of silicon/silicon germanium (Si/SiGe) heterostructures have been demonstrated: (1) direct AFM LAO on SiGe layers; and (2) AFM LAO on a thin silicon layer followed by selective wet etching of SiGe. When directly oxidizing SiGe alloys, minimum line widths of 20 nm were achieved by adjusting the bias voltage on the AFM tip. By AFM LAO and selective wet etching, a 10-nm-thick conducting SiGe layer was patterned to fabricate Si/SiGe nanodevices. Electrical measurement of a SiGe quantum dot shows Coulomb blockade oscillations, demonstrating the capability of this nanopatterning technique. However, the surface passivation of nano-patterned SiGe QDs needs to be improved so that undesired charging traps at the surface are removed and the QDs have reproducible electrical characteristics.

To remove the interface states around QD, Si epitaxial regrowth on pseudomorphically strained SiGe layer has been investigated. To limit boron dopant diffusion in the p⁺-Si0.7Ge0.3 layer, the in-situ baking condition in hydrogen to remove surface impurities was chosen to be 800 °C for 2 min. The subsequent Si regrowth is at 700 °C using dichlorosilane and hydrogen gases. SIMS analysis and PL spectra on the unpatterned regrowth sample indicate the regrowth interface quality is comparable to that without growth interruption. However, cross-section TEM observations on the AFM nanopatterned regrowth sample show stacking faults at the regrowth interfaces of regrown-Si/Si substrate and regrown-Si/Si0.7Ge0.3. This may be due to a lower hydrogen baking temperature, and improved epitaxial regrowth processes need to be developed. However, the regrowth is epitaxial, which is demonstrated by high-resolution TEM lattice images. The electrically active defect density in our regrowth sample will hopefully be significantly less than that at Si/SiO₂ interface, so that improved I-V characteristics of the QD devices may be expected.
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Chapter 6

ELECTRICAL CHARACTERISTICS OF SiGe SINGLE-HOLE TRANSISTORS FABRICATED BY AFM LOCAL OXIDATION AND SILICON EPITAXIAL REGROWTH

6.1 Introduction

Since the first demonstration of single electron tunneling in an aluminum film in 1987 \cite{1}, quantum dot devices have been of great interest \cite{2,3}. The advances of thin film growth techniques, such as molecular beam epitaxy (MBE) and electron-beam nanolithography make it possible to artificially define a small island with submicron size in semiconductors. This small island, called a quantum dot (QD), may contain from 0 to several thousand charge carriers. Three-dimensional confinement leads to a quantized QD energy spectrum. QD applications such as a DC current standard turnstile \cite{4}, a high-resolution electrometer \cite{5}, a single-electron memory \cite{6}, and digital logic \cite{7} have been demonstrated. Recently, quantum dots have been proposed to work as a “q-bit” to achieve quantum computing \cite{8}.

Extensive studies on electrical characteristics of QDs have been performed on modulation doped GaAs/AlGaAs heterostructures. However, the study of Si-based QD
devices is less common. Silicon continues to be the dominant material in the IC industry. Therefore, it is desired that new device concepts from quantum physics will enable new circuit design eventually to be realized in Si-based materials. Furthermore, silicon has strong spin effects (\( g^* \mu_B B / \hbar \omega_c \sim 1/5 \)) and weak spin-orbital interactions (\( \Delta_{SO} = 0.044 \text{ meV} \)) relative to GaAs (\( g^* \mu_B B / \hbar \omega_c \sim 1/50 \) and \( \Delta_{SO} = 0.33 \text{ meV} \))\(^9\). This leads to a longer spin coherence time in Si than GaAs\(^{10,11}\), which is one of key parameters for using electron spin in QD’s to achieve quantum computing.

![Figure 6-1](image.png)

**Figure 6-1.** Two methods of defining QD: (a) surface depletion of 2-D gas by metal gates, and (b1) and (b2) trench isolation using patterned SOI films. In (b1), the conducting layer is doped Si or SiGe, but in (b2) the transport carriers are generated by the top gate, between which is insulator SiO\(_2\).

There are two dominant methods used to define planar QDs. One is to use top metal gates to deplete an underlying two-dimensional electron/hole gas (2DEG or 2DHG), as shown in Fig. 6-1(a). Most quantum devices in GaAs-based materials are fabricated by this method. Single-hole transistors made from a 2DHG in modulation-
doped Si/SiGe heterojunctions have been demonstrated\textsuperscript{[12,13]}. The confinement boundaries of QD defined by depletion potential are specular, and no defect states exist around the QD. However, the shape of depletion potentials along the z-direction from the top surface down to the 2D gas is parabolic. This indicates the real size of the QD in the 2D gas is different than the size defined by the top split gates.

A second QD definition method, trench isolation [Fig. 6-1(b1) & Fig. 6-1(b2)], can solve this problem. In this case, doped Si/SiGe thin films are patterned [Fig. 6-1(b1)], or undoped SOI are nanopatterned and a MOS gate on top creates a surface layer of carriers in the Si [Fig. 6-1(b2)]. The steep confinement wall is induced by removing the conducting layer and forming potential barriers between isolated regions. The demonstration of Coulomb blockade oscillations in silicon QDs at room temperature indicated that QDs less than 5 nm have been achieved by trench isolation\textsuperscript{[14]}. This method has been widely adopted to fabricate Si-based QDs.

E-beam lithography and RIE have been widely used to achieve the trench isolation\textsuperscript{[15,16]} with silicon on insulator (SOI). Etching the SOI forms small isolated Si structures. One kind of QD device was fabricated on heavily doped silicon on insulator, in which the transport carriers are from the doped n\textsuperscript{+} or p\textsuperscript{+} Si. In heavily-doped SOI, fabricated nanowires (without an intentionally patterned dot) of width ~ 60 nm exhibit Coulomb blockade oscillations as a function of gate voltage\textsuperscript{[15]}. The oscillations are characteristics of QDs, not wires. It is believed the tunneling barriers formed in the nanowires are due to surface charging centers in native oxide and random fluctuations of dopants. The $I$-$V$ characteristics, including oscillation peak position and amplitude in the QDs, are different at subsequent gate scans\textsuperscript{[17,18]}. This is because the carriers in the devices tend to be trapped and detrapped at different sites. QDs in heavily doped n\textsuperscript{+} and p\textsuperscript{+} SiGe layers have been demonstrated in Ref. [19] and [20] with similar results.

Another kind of QD in Si has a MOSFET structure\textsuperscript{[16]}, as shown in Fig. 6-1(b2). Inversion layer carriers induced by the top gate voltage in SOI work as the conducting layer. QDs were defined by the method of trench isolation. In QD devices with MOSFET structure, the dopant impurity density is low (~$10^{15}$ cm\textsuperscript{3}), and QDs exhibit reproducible $I$-$V$ characteristics at relatively high temperature\textsuperscript{[16,21]}. However,
undesirable conductance oscillations at very low temperature \[^{[21]}\] were observed in the Si QDs passivated by amorphous SiO\(_2\). They are thought to be due to defect states at the Si/SiO\(_2\) interface that lead to extra parasitic QDs, which interfere with the operation of the designed QD.

To avoid the interface states in Si-based QD devices, in this chapter, we will use silicon epitaxial regrowth to passivate patterned SiGe QDs. To reduce surface damage and radiation from e-beam lithography and RIE, we use a low-energy nanopatterning technique of AFM local oxidation and wet etching to pattern the QD. Reproducible Coulomb blockade oscillations have been observed at temperatures down to 0.3 K, which is attributed to the good interface between strained Si\(_{0.7}\)Ge\(_{0.3}\) and regrown Si. This is the first demonstration of Si-based quantum devices with Si regrowth passivation. To begin this chapter, the theoretical background of QD physics will be described.

### 6.2 Theoretical Background

Theoretical reviews on single charge tunneling can be found in references \[^{[2]}\] and \[^{[3]}\]. Here, we will describe the Coulomb blockade effects of QDs.

#### 6.2.1 Coulomb Blockade Effect

In Fig. 5-9, we see a planar QD device, in which single charged particles can tunnel one by one from source to dot, and from dot to drain, with the modulation of gate voltage. The addition of one charge particle into a QD would increase the Coulomb interaction of electrons in the QD, leading to a rise of electric energy of electrons in the QD by \(\sim e^2/C_\Sigma\) (Fig. 6-2a), where \(C_\Sigma\) is the total capacitance of the QD. This additional energy between the energy levels \(N\) and \(N+1\) of the QD prevents new carriers
Figure 6-2. Energy diagram of a QD device, showing (a) Coulomb blockade and (b) single electron tunneling of $N \rightarrow N + 1 \rightarrow N$. The solid lines in QD represent the quantized energy levels that are occupied by electrons, and the dashed lines represent the energy levels that are empty. $\Delta \varepsilon$ represents the energy level splitting due to quantum confinement, and $\phi_N$ represents the electric potential of the dot with $N$ electrons on it. The states in the source and drain reservoirs are filled up to the electrochemical potentials $\mu_s$ and $\mu_d$ which are related via the external voltage $V_{ds} = (\mu_s - \mu_d)/e$. The gate voltage changes from $V_g$ in (a) to $V'_g$ in (b). The labeled $E_B$ is the electron tunneling barrier. (See Ref. [3])
from being able to move to the dot from the source and then to the drain. This effect is called Coulomb blockade, because no energy states of the QD are available for electron to tunnel with energies between $\mu_s$ and $\mu_d$. This current blockade can be removed by applying a gate voltage to change the energy levels in the dot, until the first empty one aligns parallel to the Fermi energy levels of the source and drain (Fig. 6-2b). As the gate voltage changes continuously, the number of charge particles in the QD will change discretely due to single electron tunneling, and current oscillations will be observed (Fig. 6-3).

![Diagram showing current oscillations and electron number in QD as a function of gate voltage.](image)

**Figure 6-3.** (a) Current oscillations and (b) electron number in QD as a function of gate voltage.
To observe Coulomb blockade oscillations, two requirements must be satisfied. One is that the charging energy $e^2/C_ε >> k_B T$, otherwise the thermal distribution of electrons in the two leads will smear out the discrete tunneling of electrons. The other requirement is that the tunnel barriers at the junctions of source-dot and dot-drain are high enough, so that the tunneling fluctuation is negligible. The tunnel resistance $R_t$ must be much greater than $h/e^2 ∼ 25.8 \text{ KΩ}$.

### 6.2.2 Energies in a QD System

The electrochemical potential of the $N^{th}$ particle in a QD, $\mu(N)$, can be calculated by its definition,

$$\mu(N) \equiv E(N) - E(N-1), \quad (6.1)$$

where $E(N)$ is the total ground state energy for $N$ particles on the dot at zero temperature. In principle, $E(N)$ can be obtained by solving the many-particle Schrödinger equation

$$\left[-\frac{\hbar^2}{2m} \sum_i \nabla_i^2 + \sum_i V_i^2 + \frac{1}{2} \sum_{i,j} \frac{e^2}{\left|r_i - r_j\right|}\right]\Psi(r_1, r_2, \ldots, r_N) = E(N)\Psi(r_1, r_2, \ldots, r_N). \quad (6.2)$$

The calculations for above equation are difficult, though numerical solutions have been obtained for a system with a few electrons $^{[22,23,24,25]}$.

To simplify the problem, the constant interaction model has been made with the following assumptions: (1) Coulomb interactions of an electron on the dot with all other electrons in and outside the dot are parameterized by a constant capacitance, which is independent of the number of electrons on the dot; and (2) the discrete single-particle energy spectrum, calculated for non-interacting electrons, is unaffected by interactions. Therefore, the total ground state energy can be written as

$$E(N) = \sum_i \varepsilon_i + U(N), \quad (6.3)$$
where $\varepsilon_i$ is the single particle energy level due to energy quantization, and $U(N)$ is the electrostatic energy that includes both the Coulomb interaction of the charge inside the dot and the interaction energy between the dot and the electrodes.

The equivalent electrical circuit of a single-electron transistor (Fig. 6-4) indicates the QD is capacitively coupled to the source, drain and gate. Assuming the source is grounded, the excess charge $Q_0$ on the dot is related to the capacitances by

$$Q_0 = C_\Sigma \phi - C_d V_{ds} - C_g V_g,$$  \hspace{1cm} (6.4)

where $C_g$, $C_s$, $C_d$ are the capacitance between gate, source, and drain and the dot. $C_\Sigma = C_g + C_d + C_s$, and $\phi$ is the electrical potential of the QD. The charge on the dot can only change by integer multiples of $e$, thus the electrostatic energy needed to bring $N$ electrons on to the initially neutral dot island is

$$U(N,V_{ds},V_g) = \int_0^{Ne} \phi(Q_0) dQ_0 = \frac{(Ne)^2}{2C_\Sigma} + \frac{Ne}{C_\Sigma} (C_d V_{ds} + C_g V_g).$$ \hspace{1cm} (6.5)

From Eq. (6.3) and Eq. (6.5),

$$\mu(N,V_{ds},V_g) \equiv E(N,V_{ds},V_g) - E(N-1,V_{ds},V_g)$$

$$= \varepsilon_N + \left( N - \frac{1}{2} \right) \frac{e^2}{C_\Sigma} + C_d eV_{ds} + \frac{C_g}{C_\Sigma} eV_g.$$ \hspace{1cm} (6.6)
Here, $\mu(N)$ is the electrochemical potential of the $N$th electron added to the dot. At a fixed gate voltage, the number of electrons $(N-1)$ on the dot is the largest integer for which $\mu(N-1) < \mu_s \equiv \mu_d$, where $\mu_s$ and $\mu_d$ are the electrochemical potentials of the source and drain, respectively. We assume a small source-drain voltage.

As shown in Fig. 6-2, when the electrochemical potential $\mu(N)$ is tuned to lie between the source Fermi level $\mu_s$ and the drain Fermi level $\mu_d$, i.e.,

$$\mu(N,V_{ds},V_g) = \varepsilon_N + (N - 1) \frac{e^2}{C_{\Sigma}} + \frac{C_d}{C_{\Sigma}} e V_{ds} + \frac{C_g}{C_{\Sigma}} e V_g ,$$

$$= \mu_s \equiv \mu_d$$

single-electron resonant tunneling will occur. At a fixed gate voltage, when the number of electrons is changed by one, the resulting change in electrochemical potential is:

$$\Delta \mu = \mu(N) - \mu(N-1) = (\varepsilon_N - \varepsilon_{N-1}) + \frac{e^2}{C_{\Sigma}} = \Delta \varepsilon + \frac{e^2}{C_{\Sigma}},$$

which is called the addition energy. The addition energy is large for a small capacitance and/or a large energy splitting $\Delta \varepsilon = \varepsilon_N - \varepsilon_{N-1}$ between 0-D dot states. It is important to note that the charging energy $e^2/C_{\Sigma}$ exists only between states at the Fermi energy. Below $\mu(N)$, the energy states are only separated by the single-particle energy differences $\Delta \varepsilon$ [see Fig. 6-2(a)]. It is the $\Delta \mu$, the energy gap between the highest occupied energy state of QD and the lowest unoccupied state, that results in the Coulomb blockade effect of the QD.

### 6.2.3 Estimate of QD Energies

In this section, we estimate the addition energy in Eq. 6.8 for a quantum dot based on its size. We assume the shape of a QD is a flat thin disk with radius $r$. If the dot were isolated in space, its self capacitance would be

$$C = 8 \varepsilon_r \varepsilon_0 r,$$

This is the change in dot charge divided by the change in its potential, assuming a boundary condition of zero potential at infinite distance from the dot. Although in
devices the dot is not isolated and it has capacitances relative to gate, source and drain, in the limiting case, when the dot radius is small compared with the distance to the electrodes (source, drain and gate), its total capacitance \( C_\Sigma \equiv C_s + C_d + C_g \) can be estimated by the self-capacitance \( C \) of an isolated dot. That is, \( C_\Sigma \approx C = 8\varepsilon_\varepsilon_0 r \) (Eq. 6.9).

**Figure 6-5.** QD addition energy (solid-line) and its components: charging energy \( e^2/C \) (dot-line) and energy level spacing \( h/m^*r^2 \) in QD (dash-line) vs. disk diameter. The dot is assumed to be a thin disk, with hole \( m^* = 0.4m_0 \). The QD self capacitance \( C = 8\varepsilon_\varepsilon_0 r \) as a function of disk diameter is also drawn.

The energy level spacing in a two-dimensional system is
\[
\Delta\varepsilon = \frac{\hbar^2}{m^*r^2},
\]  
(6.10)
when assuming the energy level spacing is a constant. Here $m^*$ is the effective mass of the charge carriers.

For Si or SiGe, the hole effective mass is $\sim 0.4m_0$. With these assumptions, Figure 6-5 shows how the energies, including addition energy, charging energy and energy spacing, change as a function of dot size. The dot capacitance increases with dot size. For dot sizes over 2 nm, as in our work, the energy spacing $\Delta\varepsilon$ is less than charging energy $e^2/C$, and charging energy dominates the addition energy $\Delta\mu$. For $r \approx 50$ nm, typical of our work, $\Delta\mu \approx 4.1$ meV.

### 6.2.4 Period of Coulomb Blockade Oscillations

In Eq. (6.7), we can see that both gate voltage $V_{g}$ and drain-source bias $V_{ds}$ can tune the electrochemical potential $\mu(N)$ of the QD. Define

$$\alpha = \frac{\Delta\mu_{\text{dot}}}{e\Delta V_{g}} = \frac{C_g}{C_\Sigma}, \quad \beta = \frac{\Delta\mu_{\text{dot}}}{e\Delta V_{ds}} = \frac{C_{ds}}{C_\Sigma}. \quad (6.11)$$

The Coulomb blockade of the QD can be removed by applying a voltage to the gate or drain so that the dot electrochemical potential matches that of the source and drain $\mu(N) = \mu_s \equiv \mu_d$. With a continuous change in gate voltage and a fixed source-drain bias, the current through the QD oscillates. From

$$\mu(N-1,V_{ds},V_{g}^{(N-1)}) = \mu(N,V_{ds},V_{g}^{N}) = \mu_s \approx \mu_d,$$

the oscillation distance in gate voltage between conductance peaks can be solved as

$$\Delta V_{g} = V_{g}^{N} - V_{g}^{(N-1)} = \frac{C_\Sigma}{C_g} \left( \frac{\Delta\varepsilon}{e} + \frac{e}{C_\Sigma} \right) = \frac{\Delta\varepsilon}{ae} + \frac{e}{C_g}, \quad (6.12)$$

where $V_{g}^{N}$ and $V_{g}^{N-1}$ are the gate voltages at which single-electron tunneling occurs.

When the charging energy is much greater than energy level splitting, i.e., $e^2/C_\Sigma >> \Delta\varepsilon_N$, which is the case for most Si-based QD devices (see Fig. 6-5), the classical capacitance-voltage relation for a single electron charge $\Delta V_{g} = e/C_g$ is
obtained and the oscillations are periodic. On the other hand, if $\Delta \varepsilon \sim e^2/C_\Sigma$, which requires dot size $r < 10$ nm in a Si-based QD device (Fig. 6-5), the oscillations will deviate from this periodicity due to the irregular energy spectrum of the QD.\footnote{23}

For large dots dominated by charging energy, spin has little effect on the period of conductance peaks. For a small dot, however, spin-degenerate splitting should give rise to two kinds of spacings. One spacing is $e/C_g$, corresponding to electrons $N$ and $N+I$ having opposite spin and being in the same spin-degenerate 0-D state. The next spacing would be $e/C_g + \Delta \varepsilon/\alpha$, corresponding to electrons $N+1$ and $N+2$ being in different 0-D states.

\section*{6.2.5 Lineshape of Coulomb Blockade Oscillations}

Three kinds of lineshape of Coulomb blockade oscillations can be found, depending on the temperature and the height of the tunnel barriers.\footnote{3}

Define $R_s$ and $R_d$ as the tunneling resistance from source to dot and that from drain to dot. When the tunneling barriers in a QD cannot satisfy $R_s, R_d \gg \hbar/e^2$, which means there is strong coupling between energy states in the QD and those in two leads (source & drain), the quantum fluctuation in the charge of the dot cannot be ignored. The quantum mechanical broadening of the 0-D energy states $\hbar \Gamma$ is comparable to thermal energy $k_B T$. High-order tunneling via virtual intermediate states in addition to the first-order tunneling must be taken into account. The lineshape of the tunneling conductance is Lorentzian, which can be written as

$$G \sim \frac{(\hbar \Gamma)^2}{(\hbar \Gamma)^2 + \delta^2}, \quad \text{for } \hbar \Gamma \sim k_B T, \quad (6.13)$$

where $\delta = \frac{C_g}{C_\Sigma} e |V_g^{peak} - V_g| = \alpha e |V_g^{peak} - V_g|$, where $V_g^{peak}$ is defined the gate voltage at the position of the conductance peak.

When the temperature is greater than both the broadening of the 0-D energy states $\hbar \Gamma \ll k_B T$ (i.e. $R_s, R_d \gg \hbar/e^2$) and the energy level splitting in the QD but not
greater than the charging energy $\Delta \varepsilon << k_B T << e^2 / C_{\Sigma}$, tunneling will occur through multiple energy levels due to the thermal fluctuation. This is in so-called classical Coulomb blockade regime. The lineshape of the conductance is

$$G \sim \frac{\delta / k_B T}{2 \sinh(\delta / k_B T)} \sim \cosh^{-2} \left( \frac{\delta}{2.5 k_B T} \right), \quad \text{for } h\Gamma, \Delta \varepsilon << k_B T << e^2 / C_{\Sigma}. \quad (6.14)$$

When the temperature is greater than the broadening of the 0-D states $h\Gamma << k_B T$ (i.e. $R_s, R_d >> h / e^2$), but less than the energy level splitting of the QD, $k_B T << \Delta \varepsilon, e^2 / C_{\Sigma}$, tunneling will occur through a single energy level. In this quantum Coulomb blockade regime, the tunnel current through the quantum dot can be expressed as $^{27,28}$

$$I_D = \frac{e}{h} \int \Gamma(E) D(E) \left[ f(E - E_F^{(s)}) - f(E - E_F^{(d)}) \right] dE, \quad (6.15)$$

where $f(E - E_F)$ is the Fermi-Dirac distribution function, $\Gamma(E)$ is the energy dependent tunneling rate which in general depends on $V_{ds}$ and $V_g$, and $D(E)$ is the density of states inside the dot. Since tunneling is only through the $N^{th}$ energy level, we can approximate $D(E) = \delta(E - \mu_N)$, where $\mu_N \equiv \mu(N)$. At a finite temperature $T$ and vanishing drain bias ($V_{ds} \rightarrow 0$), the linear conductance can be calculated:

$$G_D = \frac{e^2}{h} \frac{\Gamma(\mu_N)}{\Gamma(\mu_N) f'(E - \mu_N / k_B T)} = \frac{1}{4k_B T} \frac{e^2}{h} \frac{\Gamma(\mu_N) \sech^2 \left( \frac{\alpha [V_G - V_G^{(N)}]}{2k_B T} \right)}{2k_B T},$$

(for $h\Gamma << k_B T << \Delta \varepsilon, e^2 / C_{\Sigma}$). \quad (6.16)

$f'(E / k_B T)$ is the derivative of Fermi-Dirac function. A thermally broadened peak can be shown to have a full width at half maximum (FWHM) (for $V_g$) $3.5k_B T / \alpha$, and a height $\propto 1 / T$. From the peak width, the capacitance ratio $C_g / C_{\Sigma}$ (known as $\alpha$ in Eq. 6.11) can be found if the electron temperature in the device is known. In one of our devices, we expect dot radius $r \sim 20$ nm, so $C_{\Sigma} \approx 16.6$ aF, $e^2 / C_{\Sigma} \approx 9.7$ meV, and
$\Delta \varepsilon \approx 0.48 \text{ meV}$. So the measurement temperature must be less than 5 K (corresponding to $\Delta \varepsilon$) for the observation of quantum Coulomb blockade oscillations in the QD.

### 6.2.6 Conductance Dependence on Drain Voltage

The conductance of a QD device is also dependent on the drain-source voltage. The contour plot of conductance vs. drain-source voltage and gate voltage is schematically shown in Fig. 6-6(c). The diamond-shaped Coulomb blockade region with zero conductance can be explained by the band diagram of Fig. 6-6(a) at very small source-drain voltages, and by that of Fig. 6-6(b) at relatively high drain-source biases. Conductance peaks at the bias voltages close to the zero correspond to the tunneling of a single charge from the source through the dot to the drain when an empty energy level in the QD is parallel to the source and drain Fermi energies (Fig. 6-2). At a moderate bias voltage, the conductance peak $O$ splits into $S$ and $D$ (Fig. 6-6a & c), where the energy level $O$ moves up to $\mu_s$ or down to $\mu_d$ respectively with gate voltages.

The movements due to drain voltage and gate voltage are $\Delta V_{sd} \cdot \frac{C_d}{C} = -\Delta V_g \cdot \frac{C_g}{C}$, and

$$\Delta V_{sd} \cdot \left(1 - \frac{C_d}{C} \right) = \Delta V_g \cdot \frac{C_g}{C}. \text{ Thus the slopes of the diamond boundaries are}$$

$$\frac{\Delta V_{sd}}{\Delta V_g} = \frac{C_g}{C_d} \text{ or } \frac{\Delta V_{sd}}{\Delta V_g} = \frac{C_g}{C = C_d}, \quad (6.17)$$

which are labeled in Fig. 6-6 (c). When the source-drain bias is increased further to the point $\Delta V_{sd}$ equal to the addition energy $\Delta \varepsilon + e^2/C$, the electrons can always find empty energy levels in the QD for carrier tunneling at any gate voltages, and thus the Coulomb blockade is lost (Fig. 6-6b). Fig. 6-16(c) indicates that the dot characteristic parameters, such as addition energy $\Delta \varepsilon + e^2/C$, capacitances ($C_g, C_s, C_d$) and oscillation period $\Delta V_g$, can be obtained from the “diamond”.
Figure 6-6. Energy diagram to explain the diamond-shaped Coulomb blockade oscillations (a) at small drain-source bias and (b) at higher source-drain bias at which the Coulomb blockade region is lost, independent of gate voltages. In (c), dot parameters extracted from the diamond are marked.
6.3 Device Fabrication Process

SiGe quantum dot devices have been fabricated by the AFM nanopatterning technique described in chapter 5 (see Fig. 5-6). The SiGe and Si epi-layers were grown by RTCVD on an n-type Si substrate (Fig. 6-7). The atomic concentration of Ge in SiGe layer is ~ 30%, which results in ~ 230 meV valence band offset relative to Si \[^{29}\]. The doping level in the SiGe was estimated at $6 \times 10^{18}$ cm\(^{-3}\). The carrier density in p\(^+\)-Si\(_{0.7}\)Ge\(_{0.3}\) was ~ $3 \times 10^{12}$ cm\(^{-2}\) as obtained by a Hall measurement at $T = 4.2$ K. The intrinsic Si\(_{0.7}\)Ge\(_{0.3}\) layers adjacent to the doped p\(^+\)-Si\(_{0.7}\)Ge\(_{0.3}\) were designed to contain any boron dopant diffusion in SiGe during growth. As the temperature goes below 50 K, the only conducting layer is p\(^+\)-Si\(_{0.7}\)Ge\(_{0.3}\), and carriers in the other layers freeze out.

![Layer structure of sample #3386.](image)

A Hall-bar structure was first patterned down to the Si substrate ~ 200 nm from the surface by optical lithography and RIE. After the sample surface had been rinsed with solvents and dipped in diluted HF, AFM local oxidation was performed on the 2-nm-thick Si cap to define a quantum dot pattern by the oxidation lines (Fig. 6-8a). The pattern was transferred into the Si\(_{0.7}\)Ge\(_{0.3}\) layers by two-step selective wet etching (Fig. 6-8b).
The etching rate of SiGe is ~ 1.2 nm/s, so the undercut of the 10-sec wet etching is estimated to be ~ 12 nm. This isotropic wet etching reduced the dot size further.

**Figure 6-8.** (a) AFM images of quantum dot device after AFM oxidation of the top thin Si cap, and (b) after two-step selective wet etching. The gap distance at the narrow region is marked by \( w \). (c) Cross-section of the QD device after epitaxial regrowth. (d) Schematic diagram of a QD and the path of hole transport in the device.
During the QD fabrication process, the key control parameter is the gap distance \( w \) at the narrow junctions of the source-dot and the drain-dot. As mentioned above, in order to see the quantized nature of charge particles in a single-charge transistor, the potential barriers formed at the junctions of the source-dot and the drain-dot must be high enough to prevent the fluctuation of electron number in the QD. The potential barriers at the junctions may be caused by the lateral quantum confinement due to the small gap distance at the junctions, or/and the depletion from the two planar gate voltages. In our quantum dot configuration, we will show later that the potential barriers are primarily due to quantum confinement.

If the gap distance \( w \) is too large, the potential barrier will be too low or lost altogether. However, if \( w \) is too close to zero, the conductance of the QD arising from single-charge tunneling is totally shut off. The real gap distance is less than the \( w \) observed from the top Si-cap by AFM imaging due to the undercut from isotropic wet etching. During our experiment, we found that when \( w \) was in the range \( \sim 25-40 \) nm (observed from the top AFM image after wet etching), the requirement for the potential barriers could be met. Given that undercutting occurs, the actual width is on the order of \( 5-10 \) nm. Otherwise, either no Coulomb blockade of the conductance was observed (when \( w \) was too large), or the conductance was always zero (when \( w \) was too small), no matter how much gate voltage was applied, up to the point when the gate starts to leak. In the former case, the gate voltage had almost no effect on the current and could not “pinch it off”.

After the QD was patterned, silicon epitaxial regrowth was done in our RTCVD reactor to cover the whole device and passivate the patterned surface. Following the procedure developed in Chapter 5, we first cleaned sample surface by “piranha” cleaning and HF dip. In-situ hydrogen baking at \( T \sim 800 \) °C was performed to remove the impurities on sample surface before the silicon regrowth at the temperature of \( \sim 700 \) °C for 20 min. The intended thickness of Si regrowth is \( \sim 50 \) nm. Schematic diagrams of cross-section and top-view of the QD device with the passivation of silicon epitaxial regrowth is shown in Fig. 6-8 (c) and (d). At a certain gate voltage, single-hole
tunneling can be observed with the path from the source through the narrow junction to the dot, and then through another narrow junction to the drain.

Ohmic metal contacts for electrical measurements were achieved by 300-nm-thick aluminum evaporation, lift-off, and forming gas anneal at \( T = 450 \, ^\circ C \). QD device with

**Figure 6-9.** (a) Photograph of the Hall-bar and the top gate; (b) cross-section of a QD with the top gate.

In several of our samples, the top gate was added to the fabricated QD (Fig. 6-9). Tetraethylorthosilicate (TEOS) oxide was deposited on the regrown Si layer at \( T = 575 \, ^\circ C \) and pressure of 600 mtorr in a LPCVD chamber. The oxide thickness is \( \sim 38 \) nm. Two steps of aluminum evaporation were subsequently made. The first one is for ohmic contacts. After optical lithography, the TEOS oxide in the contact pads was removed by dilute HF etching before Al evaporation, followed by a forming gas anneal. A second Al evaporation was then done in some sample to create a top gate, in a region without prior oxide etching and post forming gas anneal. In both cases, the aluminum was patterned by lift-off.
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6.4 Calculations of Tunnel Barriers and Capacitances of the Fabricated QDs

In a planar quantum dot device, the minimum feature is at the source-dot and drain-dot junctions, where tunnel barriers are formed due to lateral confinement and/or the gate voltage. The electrical potential profile from source to drain through the dot has been schematically shown in Fig. 6-2. The potential barriers ($E_B$ in Fig. 6-2) at the narrow region of our designed device structure will be calculated analytically and simulated by Medici, a 2-D device simulator.

In the constant interaction model of Sec. 6.2.2, we parameterize the Coulomb interactions among electrons in the dot and between electrons in the dots and those in the coupled leads by the capacitances $C_s$, $C_d$ and $C_g$, as described by Eq. 6.11. The following 2-D Medici simulation will also supply the values of those capacitances as a function of the gate voltages.

6.4.1 Tunnel Barriers at Narrow Regions

Lateral Quantum Confinement

At the narrow regions of our QD device (see Fig. 6-8), quantum wells for holes are formed laterally due to the valence band offset $\Delta E_v$ between central $p^+$-Si$_{0.7}$Ge$_{0.3}$ layer and the regrown Si on either side of it. There is also quantum confinement in the vertical direction throughout the structure. We will ignore that here, and focus only on the confinement in the lateral direction, which is the maximum at the narrow gaps. Assume the quantum well is abrupt. The well height and width are equal to the valence band offset $\Delta E_v$ (~ 230 meV) and the gap distance $w$ at narrow regions, respectively (Fig. 6-10). The energy levels in the quantum well are quantized, and thus the edge of the Si$_{0.7}$Ge$_{0.3}$ valence band gives rise to $E_1$, forming the potential barriers at the source-dot and the drain-dot junctions.
Figure 6-10. A quantum well with height of $\Delta E_v$ and width of $w$. Energies $E_1$, $E_2$ and $E_3$ are quantized energy levels in the well. The energy barrier $E_B$ is the distance between the $E_1$ level and the valence band edge in the SiGe. Note the energy scale for holes has been inverted in this figure.

Figure 6-11. Potential energy barriers as a function of gap distance at the narrow regions.
Solving the Schrödinger equations, we can obtain the wave functions for the three regions:

\[
\psi_1 = A_1 e^{k_1 x}, \quad k_1 = \frac{1}{\hbar} \sqrt{2m^* (\Delta E_v - E)}
\]

\[
\psi_2 = A_2 e^{ik_2 x} + B_2 e^{-ik_2 x}, \quad k_2 = \frac{1}{\hbar} \sqrt{2m^* E}.
\]

\[
\psi_3 = B_3 e^{-k_1 x}
\]

From the boundary conditions, the quantized energy levels \(E\) can be solved from the equation:

\[
\frac{2\sqrt{E(\Delta E_v - E)}}{2E - \Delta E_v} = \tan \left( \frac{w\sqrt{2m^* E}}{\hbar} \right).
\]

(6.19)

The equation has been solved with varying the gap distance \(w\). The first solution \(E_1\) is the potential barrier, shown in Fig. 6-11 as a function of \(w\). From the fabrication (Sec. 6.3), we estimate the \(w\) to be in the range of 5-20 nm. When \(w = 10\) nm, the potential barrier is \(\sim 7.6\) meV, corresponding to a thermal energy \(T = 55\) K. If the gap were 20 nm, the barriers would be \(\sim 2.1\) meV.

**Barriers Induced by Gate Voltages**

The tunnel barrier at the narrow regions may also be introduced by two planar gate voltages. This can be simulated by the Medici program from Synopsys® [30]. Using Medici, we can define the device structure in two dimensions, including materials, geometry scales and boundary conditions. By numerically solving Poisson’s equation and the continuity equation, Medici provides electrical characteristics of the device, such as potential distributions, output \(I-V\) curves, and energy band diagrams.
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Figure 6-12. Top-view of device structure for Medici simulations.

Figure 6-13. Potential profile along the device center line from source to drain for different voltages applied to the two planar gates.
Using Medici, we first define the device structure according to the fabricated QD device with an etching line-width ~ 200 nm. Figure 6-12 is the top-view of the center part of the QD device to be simulated, in which the gray regions are 200-nm-thick silicon insulator lines, and white regions are p⁺-Si₀.₇Ge₀.₃ with boron doping concentration 3×10¹⁸ cm⁻³. The dot size is defined as ~ 40nm × 50 nm, and the gap distance \( w \) at the narrow regions ~ 10 nm. During simulation, the source (\( S \)) and the drain (\( D \)) are grounded, and voltages applied to the two planar gates \( G₁ \) and \( G₂ \) are from 0 V to +10 V. The lattice temperature is set at 60 K.† Quantum effects, such as that calculated in the previous section, are ignored. The simulation file is attached in Appendix C. The potential distribution along a horizontal line crossing the center of the narrow gap is plotted at each gate voltage (Fig. 6-13). In Fig. 6-14, the potential

† Lattice temperatures less than 60 K may result in a divergence of the simulation in Medici.
barriers increase with the gate voltages, but the maximum barrier at the gate voltages $V_g \leq 10 \text{ V}$ is $\sim 1.1 \text{ meV}$. This is much less than the barriers arising from the quantum confinement as just calculated in the previous section ($10\text{-nm-gap} \rightarrow 7.6 \text{ meV}$). Although applying higher voltages to the two planar gates would contribute to higher potential barriers in the simulation, it is not practical, since leakage current cannot be ignored when gate voltages $V_g$ are larger in magnitude than 2.5 V (see Fig. 5-20). The Medici simulation is a 2-D (not 3-D) simulation, and assumes structures of infinite thickness. More detailed 3-D simulation in a few cases showed similar results $^{[31]}$.

In summary, simulation shows that the tunnel barriers for our QD structure are mainly due to the lateral confinement rather than the planar gate voltages. Barriers from 2.1 meV to 7.6 meV may be expected for a gap of 10–20 nm.

### 6.4.2 Capacitance in the QD device

To see Coulomb blockade oscillations, one of the requirements is

$$e^2/C_{\Sigma} \gg k_B T,$$

where $C_{\Sigma} = C_g + C_s + C_d$, the total capacitance of the dot.

Medici simulation can provide values of the capacitances: $C_s$, $C_d$, $C_g$. From the previous section, we know that the potential barriers for carrier tunneling are formed due to lateral confinement instead of planar gate voltages. For capacitance simulation by Medici, narrow gap distance $w$ was set to zero to generate barriers. Similar device structure was used as shown in Fig. 6-12 except $w$ was equal to zero. A small AC voltage [$v = 1.0\sin(2\pi f t)$ mV] was intentionally applied to the dot with a frequency $f = 1 \text{ kHz}$. The AC current flowing from the dot to each electrode can be obtained from the Medici simulation. Thus,

$$C_j = \frac{i_j}{2\pi f v},$$

(6.20)

where the subscript $j$ denotes $s$ (source), $d$ (drain), and $g$ (gate), and $i$ is the magnitude of the out-phase current.
Capacitances as a function of the two planar gate voltages are shown in Fig. 6-15. All the capacitances change slightly with the gate voltage. The capacitances between source and drain are equal, and both decrease slightly with gate voltage. They are much greater than the two gate capacitances. The ratio \( \frac{C_s}{C_g} = \frac{C_s}{C_{g1} + C_{g2}} \approx 7 \).

Because a 2-D simulator was used, its calculates a capacitance per unit thickness of the structure. We assume a thickness of 10 nm, which is the doped SiGe layer thickness. Note fringing fields would probably lead to larger capacitances in practice, for \( C_s, C_d, C_{g1}, \) and \( C_{g2} \), than those from calculations here.

**Figure 6-15.** Capacitances of source-dot \( (C_s) \), drain-dot \( (C_d) \), gate1-dot \( (C_{g1}) \) and gate2-dot \( (C_{g2}) \) as the function of gate voltage. They slightly change with gate voltage.
6.5 Electrical Characteristics of SiGe QD Devices

6.5.1 Quantum Dot Device without Top Gate

General Characteristics and Reproducibility

Typical Coulomb blockade (CB) conductance oscillations vs. the two planar gate voltages (held equal) are shown in Fig. 6-16(a). The temperature $T = 0.3$ K and source-drain bias $V_{ds} = 100$ µV. The measurements were made in the lab of Prof. Daniel Tsui. The conductance peaks are extremely narrow with FWHM $\sim 12$ mV. The slightly broader peak at $V_g \sim 0.67$ V is due to the increased leakage of the planar gates. Although it is difficult to precisely resolve the difference, the oscillation peaks appear to be better fit by $G \propto \cosh^{-2}\left[\alpha(V_g - V_g^{\text{peak}})e / 2k_B T\right]$ instead of a Lorentzian function (Fig. 6-16b), where $V_g^{\text{peak}}$ is the gate voltage at which conductance peak appears. As described in Sec. 6.2.5, this indicates the potential barriers formed at the narrow regions are high enough to guarantee the weak coupling between the dot and the source/drain leads ($\hbar \Gamma << k_B T << \Delta \epsilon, e^2 / C$) (see Eq. 6.16). Thus the tunneling resistance

$$R_t = \frac{1}{T} \frac{\hbar}{e^2} \gg \frac{\hbar}{e^2},$$

where $T$ is the transmission probability of charging carriers through the potential barriers. If $T < 0.1$, the barrier height must be greater than 1.5 meV \cite{32}. From Sec. 6.4.1, we know the gap distance $w < 25$ nm. Note one could also make devices with a single narrow gap instead of two between source and drain. This would allow direct measurement of the tunnel resistance.

Although the conductance oscillations are not very periodic ($\sim 0.19$ V on average), which will be discussed later in Sec. 6-6, peak positions and peak heights of the oscillations are reproducible at different scans and different scan directions. This is in sharp contrast with the unpassivated devices (Fig. 5-12), in which the tunneling current is noisy and conductance oscillations are not repeatable due to the defect states at the Si/SiO$_2$ interface. We ascribe this improvement to the successful passivation of the SiGe dot by the Si epitaxial regrowth.
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Figure 6-16. (a) Quantum dot conductance vs. two connected gate voltages at source/drain bias of 100 µV and temperature of 0.3 K; (b) conductance peak (open circle) at \(V_g \sim 0.02\) V fitted to Lorentzian (dashed line) and a thermally broadened CB resonance (solid line).
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The Coulomb blockade oscillations at different temperatures were measured at $V_{ds} = 1.0$ mV (Fig. 6-17). The peak positions are identical at the different temperatures from $T = 0.36$ K to $T = 1.26$ K. The peaks are broadened both thermally and from the source-drain bias.

![Image](image1.png)

**Figure 6-17.** Coulomb blockade oscillations of the QD device measured at the different temperatures from 0.3 K to 1.3 K. The source-drain bias $V_{ds}$ is $\sim 1.0$ mV.

**Quantitative Analysis**

The differential conductance $g = \partial I / \partial V$ of the QD vs. gate and drain voltages is plotted in a gray scale contour scheme (Fig. 6-18), where color represents conductance. The brighter the color, the higher the conductance. This plot required 121 scans vs. gate voltage and took $\sim 20$ hrs, showing extreme stability of the dot. The Coulomb blockade
region with zero-conductance shows the expected diamond shape (dark-color in Fig. 6-18). The zero-conductance begins to be totally lost at a further higher drain voltages, no matter what gate voltages are applied. Note the boundaries of the low conductance regions are not sharp and the diamonds are hard to make out. We think it is probably due to the noise of the DC voltage in our measurements.

Figure 6-18. Differential conductance $\partial I / \partial V_{ds}$ on a linear gray scale as a function of $V_{g1}, V_{g2}$ for different bias voltages of $V_{ds}$. Edge bluntness is thought to be due to the noise from gates voltages. The dotted lines are estimated by eye.

Now describe how to get $C_s$, $C_d$ and $C_g$ from the “diamonds” in Fig. 6-18 as mentioned in Sec. 6.2.6. The oscillation period in Fig. 6-16 in gate voltage is $\sim 0.19$ V. Thus, by equation $\Delta V_g = e / C_g$, we know the gate capacitance (of two gate in parallel)
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\( C_g = 0.84 \text{ aF} \). From the height of the diamond, one can find the charging energy 
\( E_c = e^2 / C_\Sigma = 10.8 \text{ meV} \). Therefore, \( C_\Sigma = 14.8 \text{ aF} \). From the slope of the diamond, we know \( C_d = 7.4 \text{ aF} \) and \( C_s = 6.6 \text{ aF} \).

Assuming dot self capacitance \( C \approx C_\Sigma = 14.8 \text{ aF} \), then the dot size is estimated to be \( \sim 35 \text{ nm} \) in diameter. Thus the energy level spacing is estimated (Sec. 6.2.3) to be \( \Delta \varepsilon = 0.62 \text{ meV} \). Here, \( C_s >> C_g \), and \( C_s / C_g \approx 7.8 \), which are consistent with the capacitance simulation in Fig. 6-15.

### 6.5.2 Quantum Dot Device with Top Gate

Reproducible \( I-V \) characteristics have been observed in the above passivated QD device for one cool down. However, the \( I-V \) peak positions varied from one cool down to another, which is thought to be due to the variations in top surface charge of the device (away from the dot as in Fig. 6-19). This will make circuit application difficult. To overcome this effect, we add a top gate to the QD device, which can shift the overall potential of the QD so as to compensate for any trapped charges at the surface in different cool downs.

![Figure 6-19](image-url)

**Figure 6-19.** Schematic drawing of surface charges on Si passivation layer.
Figure 6-20. Conductance of the QD vs. top gate voltage at (a) $T = 4$ K and (b) $T = 0.3$ K. The two side-gate voltages are zero, and source-drain bias is 0.1 mV. The inset of (b) shows current oscillations at small range of top gate voltages.
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Figure 6-21. (a) QD conductance vs. two side-gate voltages (held equal) at $T = 0.3\,\text{K}$. $V_{ds} = 0.1\,\text{mV}$, and top gate voltage is zero. (b) Measured conductance peak (scattered circle) fitted by a Lorentzian function (solid line) and a function $G \propto \cosh^{-2} [\alpha (V_g - V_g^{peak}) e / 2k_B T]$ (dashed line).

Figure 6-22. Differential conductance contour of the QD with drain and two-side gate voltages at $T = 0.3\,\text{K}$. The top gate voltage is zero.
A QD device with a top gate has been fabricated, as shown in Fig. 6-9. After silicon epitaxial regrowth, 38-nm-thick TEOS oxide was deposited, and followed by Al evaporation for metal gate, which covers the whole dot. Note all the conducting carriers are frozen out in the sample at low temperatures except holes in \( p^+\text{Si}_{0.7}\text{Ge}_{0.3} \) layer. The current path is confined in the \( \text{Si}_{0.7}\text{Ge}_{0.3} \) by epi-Si layers, and does not come into contact with the gate oxide, keeping the carrier from device operation out of oxide traps. The device was measured by varying top gate voltages at temperatures of 4 K and 0.3 K (Fig. 6-20). In general, the source-drain conductance decreases with the increase of top gate voltages, which is the normal character of a p-channel transistor. Conductance oscillations due to Coulomb blockade effects occur as a function of top gate bias of the QD, showing the top gate ability to modulate the dot potential. Weak and broad oscillation peaks at \( T = 4\text{K} \) become sharp at \( T = 0.3\text{K} \). The top-gate leakage current at 4 K is less than measured source-drain current by over two orders of magnitude for a top gate voltage magnitude less than 4 V.

When the top gate was grounded, single-hole tunneling with two planar gate voltages in the QD device was observed at \( T = 0.3\text{K} \) (Fig. 6-21a). The peak curve at \( V_{g1} = V_{g2} \approx 1.55\text{V} \) is best fit with a Lorentzian function rather than

\[
G \propto \cosh^{-2}\left[\alpha(V_g - V_g^{\text{peak}}) e / 2k_B T\right]
\]

(see Fig. 6-21b), which indicates that the energy level broadening energy \( \hbar \Gamma \sim k_B T \) and potential barriers between source and dot, and drain and dot are not high enough. This may explain why the conductance of the oscillation valley does not reach zero. For the device without a top gate at previous section, the peaks were better fit with \( G \propto \cosh^{-2}\left[\alpha(V_g - V_g^{\text{peak}}) e / 2k_B T\right] \) function, indicating a higher barrier was formed in that device. We think the difference in the two devices is due to a difference in the gap width \( w \). The barrier is a very sensitive function of the width \( w \) at the SiGe narrow region (as described in Sec. 6.4.1). Since this width depends on the amount of over-etching on the SiGe, it is hard to control.
Figure 6-23. Conductance oscillations with two side-gate voltages (held equal) for different top gate voltages. The $V_{ds} = 0.1 \text{ mV}$, and $T = 0.3 \text{ K}$. The individual curves are offset vertically for different top gate voltages for clarity. (b) Side gate voltage positions for peak A, B, C, D, E vs. top gate voltage.
The Coulomb blockade of conductance at various source-drain biases exhibits a poor diamond shape in a contour map with $V_{ds}$ and $V_g$ (side gates, Fig. 6-22), which can be used to characterize the charging energy. Because the characteristics were not well defined and irregular, further analysis was not done, however. Nevertheless, $I$-$V$ characteristics were stable within one cool down for a long time and multiple scans. For example, Fig. 6-22 took ~ 10 hr and 41 scans.

The desired use of the top gate to shift the oscillation positions of the side gate is shown in Fig. 6-23. The dot conductance exhibits Coulomb blockade oscillations as a function of the double side-gate voltages, with the top gate voltage varying from 0.0 V to 0.3 V with a step of 0.1 V. Positive top gate voltages tend to deplete holes in the dot as the same as the positive side-gate voltages. Therefore, the oscillation peaks labeled by A, B, C, D, E shift to lower side-gate voltages at each increase step of the top gate voltage. The maximum amount we could shift the peaks was ~ 0.7 V. The voltage shift was regular, and was ~ 0.22 V on average (Fig. 6-23b) for a top gate voltage shift of 0.1 V. Thus the ratio $\frac{C_{top}}{C_g} \equiv \frac{\Delta V_g}{\Delta V_{top}} = 2.2$. The top gate capacitance is calculated to be ~ 6.1 aF from the thickness of epi-Si and TEOS oxide, and thus the side-gate capacitance is ~ 2.8 aF.

In summary, the top gate tuning to the conductance peak positions has been demonstrated, which may be used to adjust for a deviation of peak positions at different cool down measurements.

### 6.6 Discussion

In the passivated SiGe quantum dots of this thesis, Coulomb blockade oscillations were observed as shown in Fig. 6-16 and Fig. 6-23. The oscillations are much more reproducible at different scans than the unpassivated SiGe QDs (chapter 5) and Si QDs\textsuperscript{[17,18]}. This is attributed to the improved interface quality between strained
SiGe and regrown Si. However, the oscillations are not periodic. Trapped charges in the SiO$_2$ or the Si/SiO$_2$ interface (or other defects), surface roughness, and random fluctuations in the dopant concentrations can cause discrete bound states or random surface potential fluctuations, leading to parasitic extra QDs. In our passivated SiGe QDs, the aperiodic oscillations may be resulted from any of the above. The random fluctuation in doping of the p$^+$-Si$_{0.7}$Ge$_{0.3}$ layer may be the main cause for the extra QDs.

The nanolines used to define a QD were drawn by AFM local oxidation and wet etching in our experiments. After the QD was patterned, AFM imaging showed that the nanolines around the dot were continuous and smooth (see Fig. 6-5). Only one dot was drawn. Therefore, the possibility of extra dots arising from the rough surface can be ruled out.

The interface quality between Si$_{0.7}$Ge$_{0.3}$ and regrown Si has been investigated in Chapter 5. Photoluminescence spectra and SIMS analysis demonstrate a “clean” interface within the detection limit. Cross-section TEM observations (Fig. 5-19) show that stacking fault defects exist at the Si$_{0.7}$Ge$_{0.3}$/regrown Si interface, but the regrowth is still epitaxial. The density of the electrically active defect at the Si$_{0.7}$Ge$_{0.3}$/r-Si interface should be less than that at the Si/SiO$_2$ interface. Furthermore, the active doping concentration in p$^+$-Si$_{0.7}$Ge$_{0.3}$ layer is $\sim 3 \times 10^{12}$ cm$^{-2}$, which is much higher than the density of stacking faults at the regrowth interface.

Figure 6-24 shows a schematic of the potential fluctuations of the valence band edge $E_v$ in a heavily doped p$^+$-SiGe layer. The random position of dopants leads to fluctuation of the valence band edge (Fig. 6-24a). The planar gate voltage pulls Fermi-level $E_f$ down, and the fluctuation of the $E_v$ edge results in potential barriers in the transport channel, which confine extra QDs (Fig. 6-24b). These undesired QDs could be responsible for aperiodic Coulomb blockade oscillations$^{[33]}$. 
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6.7 Summary

Quantum dot devices in heavily doped p⁺-SiGe layer have been fabricated by AFM nanopatterning and silicon epitaxial regrowth for the first time. Within a single cool down, the QDs exhibit reproducible Coulomb blockade oscillations at a temperature of 0.3 K. Both the peak position and the peak amplitude of the conductance do not change over multiple scans. From 0.3 K to 1.3 K the oscillation peak positions are unchanged. A diamond-shaped conductance contour map with $V_{ds}$ and $V_g$ was observed.

In a top-gate QD device, the side gate capacitance has been obtained by the correlation of the oscillation peak shift between the top-gate and the side gates. The top gate tuning to the oscillation peak shift may be used to adjust the peak position at different cool-downs. All of these observations indicate that the performance of the

Figure 6-24. (a) Schematic drawing of the potential fluctuations along a heavily doped p⁺-SiGe line. (b) The gate voltage pulls the Fermi energy $E_f$ down, and potential barriers for holes along the fluctuating edge of the valence band $E_v$ define extra isolated islands (QDs).
SiGe quantum dots passivated by silicon epitaxial regrowth has been significantly improved over that of unpassivated doped SiGe or SOI QDs. This is because of improved QD interface quality after the passivation by Si regrowth.

We find that the conductance oscillations are not perfectly periodic with the applied voltage to the top gate and the side gates. This is thought to be due to the random fluctuations of doping in the p⁺-SiGe layer, which can form extra parasitic QDs. New device structures await development, which will be proposed as follows.

6.8 Future work

We concluded that the existing QD devices had oscillations which were not perfectly periodic due to doping fluctuations in the heavily-doped layers. We now propose future work to address this issue.

6.8.1 QD in Si/SiGe 2DHG

As mentioned in Sec. 6.1, QDs fabricated from a two-dimensional hole gas (2DHG) in modulation-doped Si/SiGe heterostructures have been demonstrated [12,13]. Voltage applied to top metal gates depleted the underneath 2DHG, and defined planar QDs. The effects of an undesired extra parasitic dot were observed, and parasitic dot was thought to be due to the disorder in 2DHG [13]. Using the AFM nanopatterning technique, we can also fabricate QD device in a Si/SiGe 2DHG. Compared with the previous work, we think by directly patterning doped supply layer QD device can achieve tighter confinement than with a top metal gate. We also hope that with a high 2-D gas quality, disorder in the 2-D gas and the parasitic dot effects can be avoided.

Figure 6-25 shows the layer structure designed for QD fabrication and the corresponding energy band diagram. A 2DHG is generated in the strained Si₀.₇₅Ge₀.₂₅ layer close to the interface with Si spacer (Fig. 6-25a). Band structure simulation [34] gives the density of the 2DHG ~ 5.4 × 10¹¹ cm⁻². The doped p⁺-Si₀.₉Ge₀.₁ supply layer can be removed by AFM nanopatterning to electrically isolate the 2DHG (Fig. 6-25b).
Assuming the Fermi level at the bare surface pins at midgap, the energy barrier for holes to enter this region from the adjacent 2-D gas formed at the nanolines is $\sim 0.39$ eV. Since the 2DHG at the etched trench is still passivated by Si spacer, the influence of the interface states on the QD performance can be suppressed.

**Figure 6-25.** Layer structure and vertical energy band diagram (a) before (along A-A') and (b) after AFM nanopatterning (along B-B'), where the dopant supply layer was removed. Note when the supply layer is removed, the valence band is $\sim 390$ meV lower than where 2-D gas is present.
6.8.2 QD in Si/SiGe 2DEG

To my best knowledge, QD devices in a 2DEG of modulation doped Si/SiGe heterojunctions have never been reported. We propose the following structure to fabricate a QD by AFM nanopatterning as shown in Fig. 6-26. A 2DEG is formed in tensile-strained silicon close to the interface with a top Si$_{0.7}$Ge$_{0.3}$ spacer. As proposed in previous section, this 2DEG will be depleted due to the removal of the n$^{+}$-Si$_{0.7}$Ge$_{0.3}$ layer by AFM nanopatterning technique to pattern potential barriers. One of key elements is how to achieve a high quality relaxed Si$_{0.7}$Ge$_{0.3}$ layer grown on Si with low density of threading dislocations and a smooth surface. Although we demonstrate that rough strain-relaxed SiGe layers can be locally oxidized by AFM in Fig. 4-5, smooth surfaces are desirable for repeatable device fabrication by AFM. Yin et al. [35] have demonstrated flat relaxed SiGe islands with RMS roughness ~ 1nm. The relaxation at $T$ = 850 °C was due to the compliant flow of epitaxial Si$_{0.7}$Ge$_{0.3}$ films with bonded borophosphorosilicate (BPSG) glass. Using this method, 2DEG in Si/SiGe heterojunctions with flat surfaces and high mobility are expected, on which quantum dot devices can be fabricated by AFM nanolithography.

![Layer structure of 2DEG in Si/SiGe heterojunctions (a) before and (b) after AFM nanopatterning.](image-url)

**Figure 6-26.** Layer structure of 2DEG in Si/SiGe heterojunctions (a) before and (b) after AFM nanopatterning.
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Chapter 7

CONCLUSIONS

We have investigated Si-based materials grown by CVD (including $a$-Si, poly-Si, single-crystalline Si and SiGe), and devices focusing on the solid-phase crystallization (SPC) of $a$-Si, the CVD growth of $a$-Si for photonic bandgap crystals, and SiGe quantum dot (QD) single-hole transistors.

The motivation for the study of $a$-Si SPC is to improve the quality of crystallized poly-Si by reducing the density of grain boundaries and defects within them, both of which are thought to be the scattering centers for carrier transport in thin film transistors (TFTs). To control the grain boundaries, a small area of $a$-Si film was selected by silicon nitride masking for hydrogen plasma treatment at room temperature, which has been proven to enhance the SPC of $a$-Si. It was found that when the $a$-Si opening window was $\leq 0.6$ µm, a single grain was formed by furnace anneal at 600 °C. The single grain size can reach ~ 2.5 µm. To reduce the intragranular defect density in poly-Si film, an $a$-Si suspended cantilever without underlying oxide was fabricated. The “free” rearrangement of Si atoms in the $a$-Si cantilever without underlying oxide restriction during the nucleation and growth stages of SPC leads to poly-Si by one order of magnitude reduction in defect density from $10^{11}$ cm$^{-2}$ to $10^{10}$ cm$^{-2}$. A new fabrication process with a combination of the above techniques is proposed to improve the performance of poly-Si TFTs.

In chapter 3, we studied how to invert the self-assembly opals with $fcc$ ordered structure to 3-D photonic bandgap crystals by the chemical vapor deposition of $a$-Si. Self-assembled opals cannot form a photonic bandgap due to the lower refractive index
contrast between SiO$_2$ and air, but can be used as a template for periodic structure inversion. LPCVD $a$-Si deposition achieved conformal growth with the silica spheres, successfully filling silicon atoms into the interstitial space between them up to 20-layer spheres. The conformal growth is attributed to the long mean free path of Si atoms resulting from the extremely low partial pressure of SiH$_4$ gas and low deposition rate at $T = 550 \, ^\circ C$. 3-D photonic crystals were then formed by removing the SiO$_2$ spheres by wet etching. The reflectivity was measured to be 1 at the wavelength of 1.3 $\mu$m from <111> and <100> directions of the crystal. Furthermore, the fabricated crystals were patterned by conventional photolithography and RIE, which demonstrates the feasibility of the integration of photonic components with microelectronic devices on a silicon wafer.

To fabricate nanoelectronic devices, we developed an atomic force microscope (AFM) nanolithography technique to locally oxidize Si and SiGe surfaces by applying a negative bias to the AFM tip in a humid environment. The minimum feature sizes were less than 20 nm. The thickness of oxidized SiGe was under 2 nm with bias voltage less than 20 V. To pattern a relatively thick SiGe layer, 2-nm-thick Si on Si$_{0.7}$Ge$_{0.3}$ was first locally oxidized by AFM, and selective wet etching transferred the Si pattern into an underlying 10-nm-thick p$^+$-Si$_{0.7}$Ge$_{0.3}$ layer. SiGe QD devices were fabricated by this nanopatterning technique, showing Coulomb blockade oscillations.

Si-based quantum devices suffer from trapping states related to their surface SiO$_2$ passivations. Charges trapped in SiO$_2$ or defect states at the Si/SiO$_2$ interface can interact with electrons in the dot and also form undesired parasitic QDs, leading to irreproducible $I$-$V$ characteristics or undesired features. The lattice matched interface in Si/SiGe heterojunctions can solve this problem. After the SiGe QD device was patterned by AFM nanolithography, silicon epitaxial regrowth was performed to passivate the patterned SiGe surface. The improved interface leads to reproducible Coulomb blockade oscillations of SiGe QD at $T = 0.3 \, K$. The oscillation reproducibility exists at different temperatures and for multiple scans within a single cool down. Top gate tuning of single-hole resonant tunneling with planar gates was also demonstrated. The Coulomb blockade oscillations in our fabricated QD are not perfectly periodic.
This is thought to be due to the parasitic extra QDs from the random fluctuations of doping in $p^+$-Si$_{0.7}$Ge$_{0.3}$ layer. To overcome this effect, a new device structure has been proposed using AFM nanopatterning on 2-D hole and 2-D electron gases.
### RECIPE OF A-SI PECVD GROWTH

(1) 150nm \( a\)-Si:H at 150 °C with RF power ~ 4.5 W (net): aSi150.rcp

<table>
<thead>
<tr>
<th>Step No.</th>
<th>Description</th>
<th>Time (s)</th>
<th>DC Power (mA)</th>
<th>Pressure (mtorr)</th>
<th>Set point temperature (°C)</th>
<th>Flow rate (sccm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Heater 1</td>
<td>Heater 2</td>
</tr>
<tr>
<td>1</td>
<td>Ar flush</td>
<td>60</td>
<td>650</td>
<td>150</td>
<td>150</td>
<td>130</td>
</tr>
<tr>
<td>2</td>
<td>H(_2) flush</td>
<td>120</td>
<td>650</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>3</td>
<td>H(_2) plasma</td>
<td>120</td>
<td>75</td>
<td>650</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>4</td>
<td>H(_2) flush</td>
<td>120</td>
<td>500</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>5</td>
<td>SiH(_4) flush</td>
<td>120</td>
<td>500</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>6</td>
<td>Si dep.</td>
<td>1000</td>
<td>500</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>7</td>
<td>SiH(_4) flush</td>
<td>120</td>
<td>500</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>8</td>
<td>Ar flush</td>
<td>120</td>
<td>500</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
</tbody>
</table>
#include <gui.h>
#include "lr-litho.m"

char *t2=" ";

// ====================================== 
// pattern: dot  
//   \      /  
//    \    /   
//     \\/    
//    /\    
//   /    \   
//  /\  
// /\   
// ==--------------------------

void main()
{
    float bias = 0;
    float speed = 0;
    float delay = 0;
    float dZ=0;

    bias=-20;
    speed=.5;
    fspeed=1;
    dZ=-0;
    delay=0;

    LITHO_BEGIN;

Appendix B. Example Script Program of AFM Nanolithography for QD Devices

```plaintext
lline(-3.03,2.71,2.93,-2.41,bias,speed,dZ,delay,bias_on | dZ_down);
lline(0,0,.1,0.1,bias,speed,dZ,delay,0);
lline(0,0,0.1,-0.1,bias,speed,dZ,delay,0);
lline(0,0,2.83,2.52,bias,speed,dZ,delay,bias_off);
lline(-0.6,-5.51,-2.72,2.39,bias,speed,dZ,delay,bias_on);
lline(0,0,-.1,-.1,bias,speed,dZ,delay,0);
lline(0,0,-.1,.1,bias,speed,dZ,delay,0);
lline(0,0,-3.07,-2.2,bias,speed,dZ,delay,bias_off | dZ_up);
LITHO_END;
EraseMessage;
```
Appendix C

Medici Simulation of Potential Barrier and Capacitances in QD

TITLE     MEDICI Example: Topview of QD
COMMENT   Specify a rectangular mesh
MESH      SMOOTH=1

COMMENT   Specify the width of the mesh and the spacing
COMMENT   is 0.02 micron
X.MESH    X.MAX=0.35 H1=0.01
X.MESH    X.MIN=0.35 X.MAX=0.65 H1=0.005
X.MESH    X.MIN=0.65 X.MAX=1.0 H1=0.01

COMMENT   Specify the spacing between y=0 and y=2um is 0.02um
Y.MESH    Y.MAX=0.35 H1=0.01
Y.MESH    Y.MIN=0.35 Y.MAX=0.65 H1=0.005
Y.MESH    Y.MIN=0.65 Y.MAX=1.0 H1=0.01

ELIMIN    COLUMNS X.MIN=0.35 X.MAX=0.49 Y.MAX=0.35
ELIMIN    COLUMNS X.MIN=0.35 X.MAX=0.49 Y.MIN=0.65
ELIMIN    COLUMNS X.MIN=0.52 X.MAX=0.65 Y.MAX=0.35
ELIMIN    COLUMNS X.MIN=0.52 X.MAX=0.65 Y.MIN=0.65
ELIMIN    ROWS Y.MIN=0.35 Y.MAX=0.48 X.MAX=0.35
ELIMIN    ROWS Y.MIN=0.35 Y.MAX=0.48 X.MIN=0.65
ELIMIN    ROWS Y.MIN=0.51 Y.MAX=0.65 X.MAX=0.35
ELIMIN    ROWS Y.MIN=0.51 Y.MAX=0.65 X.MIN=0.65

ELIMIN    COLUMNS X.MAX=0.25
ELIMIN    COLUMNS X.MIN=0.75
ELIMIN    ROWS Y.MAX=0.25
ELIMIN    ROWS Y.MIN=0.75

COMMENT   Specify oxide and silicon regions
REGION     SILICON

COMMENT   Specify oxide region
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COMMENT Specify upper part
REGION OXIDE POLYGON
  +  X.POLY=(0, 0.47, 0.47, 0.20)
  +  Y.POLY=(0, 0.49, 0.29, 0)
REGION OXIDE POLYGON
  +  X.POLY=(0.47, 0.47, 0.49, 0.49)
  +  Y.POLY=(0.29, 0.49, 0.49, 0.29)
REGION OXIDE POLYGON
  +  X.POLY=(0.49, 0.49, 0.51, 0.51)
  +  Y.POLY=(0.29, 0.49, 0.47, 0.27)
REGION OXIDE POLYGON
  +  X.POLY=(0.51, 0.51, 0.53, 0.53)
  +  Y.POLY=(0.27, 0.47, 0.49, 0.29)
REGION OXIDE POLYGON
  +  X.POLY=(0.53, 0.53, 0.55, 0.55)
  +  Y.POLY=(0.29, 0.49, 0.49, 0.29)
REGION OXIDE POLYGON
  +  X.POLY=(0.55, 0.55, 1.0, 0.8)
  +  Y.POLY=(0.29, 0.49, 0, 0)
COMMENT Specify lower part
REGION OXIDE POLYGON
  +  X.POLY=(0, 0.2, 0.47, 0.47)
  +  Y.POLY=(1, 1, 0.7, 0.5)
REGION OXIDE POLYGON
  +  X.POLY=(0.47, 0.47, 0.49, 0.49)
  +  Y.POLY=(0.5, 0.7, 0.7, 0.5)
REGION OXIDE POLYGON
  +  X.POLY=(0.49, 0.49, 0.51, 0.51)
  +  Y.POLY=(0.5, 0.7, 0.7, 0.52)
REGION OXIDE POLYGON
  +  X.POLY=(0.51, 0.51, 0.53, 0.53)
  +  Y.POLY=(0.5, 0.7, 0.7, 0.5)
REGION OXIDE POLYGON
  +  X.POLY=(0.53, 0.53, 0.55, 0.55)
  +  Y.POLY=(0.5, 0.7, 0.7, 0.5)
REGION OXIDE POLYGON
  +  X.POLY=(0.55, 0.55, 0.8, 1.0)
  +  Y.POLY=(0.5, 0.7, 1, 1)
COMMENT Electrode definition
ELECTR NAME=Gate1 X.MIN=0.2 X.MAX=0.8 TOP
ELECTR NAME=Gate2 X.MIN=0.2 X.MAX=0.8 BOTTOM
ELECTR NAME=Source LEFT
ELECTR NAME=Drain RIGHT
COMMENT Define a whole 40nm*50nm dot as electrode
ELECTR NAME=Dot POLYGON
  +  X.POLY=(0.49, 0.49, 0.51, 0.53, 0.53, 0.51)
  +  Y.POLY=(0.49, 0.50, 0.52, 0.50, 0.49, 0.47)
COMMENT Specify impurity profiles and fixed charge
PROFILE P-TYPE N.peak=3E18 UNIFORM
MATERIAL OXIDE PERMITTI=11.7
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PLOT.2D GRID TITLE="Initial Grid" FILL SCALE
+ DEVICE=POSTSCRIPT PLOT.OUT=GRID.ps

COMMENT Specify contact parameters
CONTACT NAME=Gate1 NEUTRAL
CONTACT NAME=Gate2 NEUTRAL
CONTACT NAME=Source NEUTRAL
CONTACT NAME=Drain NEUTRAL
CONTACT NAME=Dot NEUTRAL

COMMENT Specify physical models to use
MODELS CONMOB TEMPERAT=60

COMMENT Use Newton's method and solve for electrons
SYMB NEWTON CARRIERS=1 HOLE

COMMENT V(Gate)=0.0
SOLVE V(Gate1)=0.0 V(Gate2)=0.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
+ POINTS BOT=-0.6 TOP=-0.5 COLOR=2
+ TITLE="Potential Profile"
+ DEVICE=POSTSCRIPT PLOT.OUT=V0.ps
+ OUT.FILE=P0
LABEL LABEL="Vg1=0.0, Vg2=0.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
+ OUT.FILE=AC0 CURRENTS

COMMENT V(Gate)=1.0
SOLVE V(Gate1)=1.0 V(Gate2)=1.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
+ POINTS BOT=-0.6 TOP=-0.2 COLOR=2
+ TITLE="Potential Profile"
+ DEVICE=POSTSCRIPT PLOT.OUT=V1.ps
+ OUT.FILE=P1
LABEL LABEL="Vg1=1.0, Vg2=1.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
+ OUT.FILE=AC1 CURRENTS

COMMENT V(Gate)=2.0
SOLVE V(Gate1)=2.0 V(Gate2)=2.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
+ POINTS BOT=-0.6 TOP=-0.2 COLOR=2
+ TITLE="Potential Profile"
+ DEVICE=POSTSCRIPT PLOT.OUT=V2.ps
+ OUT.FILE=P2
LABEL LABEL="Vg1=2.0, Vg2=2.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
+ OUT.FILE=AC2 CURRENTS
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COMMENT V(Gate)=3.0
SOLVE V(Gate1)=3.0 V(Gate2)=3.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
  + POINTS BOT=-0.6 TOP=-0. COLOR=2
  + TITLE="Potential Profile"
  + DEVICE=POSTSCRIPT PLOT.OUT=V3.ps
  + OUT.FILE=P3
LABEL LABEL="Vg1=3.0, Vg2=3.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
  + OUT.FILE=AC3 CURRENTS

COMMENT V(Gate)=4.0
SOLVE V(Gate1)=4.0 V(Gate2)=4.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
  + POINTS BOT=-0.6 TOP=-0. COLOR=2
  + TITLE="Potential Profile"
  + DEVICE=POSTSCRIPT PLOT.OUT=V4.ps
  + OUT.FILE=P4
LABEL LABEL="Vg1=4.0, Vg2=4.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
  + OUT.FILE=AC4 CURRENTS

COMMENT V(Gate)=5.0
SOLVE V(Gate1)=5.0 V(Gate2)=5.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
  + POINTS BOT=-0.6 TOP=-0. COLOR=2
  + TITLE="Potential Profile"
  + DEVICE=POSTSCRIPT PLOT.OUT=V5.ps
  + OUT.FILE=P5
LABEL LABEL="Vg1=5.0, Vg2=5.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
  + OUT.FILE=AC5 CURRENTS

COMMENT V(Gate)=6.0
SOLVE V(Gate1)=6.0 V(Gate2)=6.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
  + POINTS BOT=-0.6 TOP=-0. COLOR=2
  + TITLE="Potential Profile"
  + DEVICE=POSTSCRIPT PLOT.OUT=V6.ps
  + OUT.FILE=P6
LABEL LABEL="Vg1=6.0, Vg2=6.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
  + OUT.FILE=AC6 CURRENTS

COMMENT V(Gate)=7.0
SOLVE V(Gate1)=7.0 V(Gate2)=7.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
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+ POINTS BOT=-0.6 TOP=-0. COLOR=2
+ TITLE="Potential Profile"
+ DEVICE=POSTSCRIPT PLOT.OUT=V7.ps
+ OUT.FILE=P7
LABEL LABEL="Vg1=7.0, Vg2=7.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
+ OUT.FILE=AC7 CURRENTS

COMMENT V(Gate)=8.0
SOLVE V(Gatel)=8.0 V(Gate2)=8.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
+ POINTS BOT=-0.6 TOP=-0. COLOR=2
+ TITLE="Potential Profile"
+ DEVICE=POSTSCRIPT PLOT.OUT=V8.ps
+ OUT.FILE=P8
LABEL LABEL="Vg1=8.0, Vg2=8.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
+ OUT.FILE=AC8 CURRENTS

COMMENT V(Gate)=9.0
SOLVE V(Gatel)=9.0 V(Gate2)=9.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
+ POINTS BOT=-0.6 TOP=-0. COLOR=2
+ TITLE="Potential Profile"
+ DEVICE=POSTSCRIPT PLOT.OUT=V9.ps
+ OUT.FILE=P9
LABEL LABEL="Vg1=9.0, Vg2=9.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
+ OUT.FILE=AC9 CURRENTS

COMMENT V(Gate)=10.0
SOLVE V(Gatel)=10.0 V(Gate2)=10.0
PLOT.1D POTENTIA X.START=0 X.END=1 Y.START=0.495 Y.END=0.495
+ POINTS BOT=-0.6 TOP=-0. COLOR=2
+ TITLE="Potential Profile"
+ DEVICE=POSTSCRIPT PLOT.OUT=V10.ps
+ OUT.FILE=P10
LABEL LABEL="Vg1=10.0, Vg2=10.0V" X=0.1 Y=-0.5
LABEL LABEL="center of 10nm gap"
LABEL LABEL="Na = 3E18 cm^-3"
SOLVE AC.ANALY FREQ=1e3 VSS=0.001 TERMINAL=Dot
+ OUT.FILE=AC10 CURRENTS
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